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16.1 Summary

This chapter describes a long-run engagement, conducted over more
than a decade, between researchers and the Government of Indone-
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CHAPTER 16

sia to use randomized evaluations combined with administrative data
to understand and improve the delivery of social protection programs.
Like many countries worldwide, Indonesia provides citizens with social
protection programs to help combat extreme poverty and reduce in-
equality. These types of programs take many forms: from social safety
net programs that provide cash or in-kind goods to poor households,
to subsidized and/or contributory health and unemployment insurance
programs, to active labor market programs providing wage subsidies or
public employment placement services.

Social protection programs are rapidly being expanded throughout
many low- and middle-income countries. In just the past decade, the
number of low- and middle-income countries running conditional cash
transfer programs, which condition benefits on households making
human capital investments in their children, has more than doubled,
with more than sixty low- and middle-income countries currently
administering programs of this type (World Bank, 2018). There
is reason to believe that programs will be expanded even further
as countries continue to grow: for example, as countries become
wealthier, a greater share of GDP usually goes to social transfer and
insurance programs (Chetty and Looney, 2006).

Given the scope and importance of such government programs in the
lives of citizens, it is imperative to understand how to ensure that these
programs deliver on their intended goals. As Hanna and Karlan (2017)
lay out, the details of social protection program design matter con-
siderably in terms of the cost-effectiveness, scope, and reach of these
programs and policies. For example, suppose a government aims to
provide cash transfers to the poor. This sounds simple enough, but
there are many questions and policy decisions that the government
needs to take into account: How do we define who is poor? Once
we have defined that criteria, how do we identify people and deter-
mine whether they match our criteria and are hence eligible? Then
what is the best way to let people know that they are indeed eligible?
How much money should we provide, and should we provide different
amounts of money to different people? What should be the frequency
and mechanism of the transfer? Should the transfer be conditioned
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on certain positive behaviors (e.g., vaccinating children, school atten-
dance), and if so, what should these conditions be? How do we ensure
that transfers are not lost to various forms of leakage? Getting the
answers right is crucial—optimal targeting alone, for example, could
improve the welfare gains of citizens from social assistance programs
by as much as 57 percent (Alatas et al., 2019).

Well-designed randomized experiments can help provide governments
with the answers to these questions and more to help them design pro-
grams that meet citizen needs.1 There is, however, a key challenge:
many studies use household survey data to measure outcomes. House-
hold surveys have many advantages—they allow the researcher to ask
questions on any topic of interest and to target a particular popula-
tion. But they are by no means perfect. In-person household surveys
are costly, particularly in middle- and higher-income countries and in
remote locations. In remote areas, the cost of surveying can be up-
wards of US$70 per household, and costs are often even higher in
high-income countries. While survey and evaluation costs are still a
very small fraction compared to the level of funding and benefits that
are distributed in social protection programs (and small relative to the
potential losses from running programs ineffectively or incurring leak-
ages), these costs can lead to small sample sizes and be a real deterrent
to evaluating some programs.2 Beyond cost, household surveys can be

1Some of the first social science experiments of social protection programs occurred
in the US, such as the Negative Income Tax Experiments carried out in the late 1960s
and early 1970s and the RAND health insurance experiment (Newhouse, 1993). Then,
in 1997, a randomized experiment began to test the impact of Mexico’s conditional
cash transfer program, PROGRESA, providing a model for incorporating experimen-
tation into government programs in low- and middle-income countries (for example,
see Behrman and Todd, 1999; Gertler, 2004), which has subsequently been replicated
in many countries around the world.

2For example, Banerjee et al. (2018) evaluated a new pilot program in conjunc-
tion with the Indonesian government designed to improve transparency in its social
protection programs by mailing households a social protection card. The costs of mul-
tiple rounds of surveying to understand whether the pilot program had impacts and
to test which variant would have the largest impacts was approximately US$750,000.
The pilot showed that the program could increase the subsidy received by low-income
households by 26 percent. As the program was subsequently scaled up and 14.38 mil-
lion households received the program, this implied about a US$110 million increase
in effective subsidy per year. In short, the evaluation costs were small relative to scope
of the program and potential societal gains.

565



CHAPTER 16

plagued by recall bias, measurement error, and Hawthorne effects.

This chapter details a long-standing collaboration between the Govern-
ment of Indonesia and a team of researchers based both in Indonesia
and abroad, which include the chapter’s authors. The research team
includes researchers from the Abdul Latif Jameel Poverty Action Lab
(J-PAL) and its Jakarta-based regional office, J-PAL Southeast Asia (J-
PAL SEA), as well as the National Team for the Acceleration of Poverty
Reduction (TNP2K) and the World Bank. J-PAL is a global research
center based at the Massachusetts Institute of Technology (MIT) that
aims to reduce poverty by providing scientific evidence for policymak-
ing and conducts randomized impact evaluations around the world.
Rema Hanna and Benjamin Olken are the scientific directors of J-PAL
SEA and Abhijit Banerjee and Benjamin Olken are both directors of J-
PAL. Putu Poppy Widyasari is a research manager at J-PAL SEA, and
Farah Amalia is a senior training associate at J-PAL SEA. TNP2K is an
Indonesian government-affiliated think tank, under the vice president’s
office, whose mandate is to assist with the implementation, evalua-
tion, and development of anti-poverty programs in Indonesia. Sudarno
Sumarto is senior research fellow at the SMERU Research Institute and
a policy adviser at TNP2K. Vivi Alatas was lead economist at the World
Bank during the work discussed here. The research team worked with
an array of government partners, including Bappenas (the National
Development Planning Agency), Statistics Indonesia (BPS, the govern-
ment statistics bureau), the Ministry of Social Affairs, and the Social
Security Agency (BPJS Kesehatan).

The collaborative engagement between the researchers and the Gov-
ernment of Indonesia is quite unique in its extensive use of adminis-
trative data to experimentally evaluate social protection programs.
In the process of administering these programs, governments gener-
ate considerable amounts of data just about the functioning of the
programs—from who receives the program, to what they experienced,
to actual outcomes. As the digitization of government data is on the
rise, these new big administrative data sets can be utilized instead of
household surveys, even in low- and middle-income country environ-
ments. Leveraging administrative data can improve data collection in
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several ways: (1) cheaply increasing effective sample sizes to ensure
sufficient statistical power to measure policy-relevant changes in out-
comes, (2) allowing for national samples that improve external validity,
and (3) providing real outcomes rather than self-reported data. As the
chapter will show, administrative data can be useful in other ways as
well.

Indonesia has been a leader in experimentally evaluating social pro-
tection programs and, in particular, using administrative data to de-
sign more expansive and creative experiments to deepen the under-
standing of the mechanisms through which these programs function
and can hence be improved. Importantly, working together, the re-
searchers and the government have designed innovative experiments
that use administrative data in three distinct ways, each of which will
be discussed here.

First, administrative data have been used to implement and mon-
itor treatments that were part of the research. For example, this
includes using program eligibility lists to determine the sample for an
experiment or to check whether treatment assignments were imple-
mented in practice through actual policy changes.

Second, administrative data have been used as a substitute for sur-
vey data in measuring program outcomes. For example, in experi-
mentally evaluating variants in the promotion and pricing of Indone-
sia’s national health insurance program, the researchers ascertained
the impacts of different treatment conditions on health outcomes us-
ing insurance claims data rather than a long endline survey.

Third, researchers have studied the process of collecting adminis-
trative data. Studies have focused on how best to determine who
should be eligible for anti-poverty programs and, in running programs,
how the design of administrative data collection tools could affect
subsequent behavior. For example, a classic question in economics
is whether the targeting of programs based on socio-economic data
collection to determine household eligibility provides disincentives to
work or causes other distortions in behavior. Thus, building exper-
iments into these data collection mechanisms can help economic re-
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searchers understand whether the data collection itself distorts behav-
ior and impacts program outcomes.

The remainder of this chapter will focus on Indonesia’s experiences in
using administrative data in large-scale policy experiments along these
three key dimensions. While this is an example of how these methods
were used to evaluate social protection programs, the lessons learned
can be relevant to the administration of government programs as well.
The chapter will describe how administrative data have increased what
can be learned from experimentation to feed into the policy decision-
making process. Moreover, the authors will discuss the processes of
accessing and using the data (e.g., how to ensure stakeholder buy-in
for data use and how to preserve anonymity) to help provide a guide to
researchers and policy practitioners who would like to follow Indone-
sia’s lead and incorporate administrative data into their experimental
policy designs.

16.2 The Use of Administrative Data to Imple-
ment and Monitor Experimental Treatments

Administrative data can be used to implement the treatment arms in
a social experiment, as well as to monitor whether the experimental
treatments were implemented properly.

16.2.1 Using Administrative Data to Implement an
Experimental Treatment

An important policy question is how to ensure that beneficiaries actu-
ally get their intended program subsidy. There may be many reasons
beneficiaries do not—ranging from a lack of information on their own
eligibility or what benefits they are eligible for, to outright theft of pro-
gram funds, or clientelism in public service delivery.

Indonesia launched a national rice subsidy program in 1998, which
eventually came to be known as the Raskin (Rice for the Poor) pro-
gram. Until recently, it was Indonesia’s largest social assistance pro-
gram. Raskin was designed to deliver fifteen kilograms of rice per
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month at a subsidized price to 17.5 million households, which is about
30 percent of the country. In reality, beneficiaries received far less than
they were actually entitled to. According to the research team’s survey
estimates, beneficiaries received only 32 percent of the intended sub-
sidy and paid 42 percent more than the official copay, or subsidized
price (Banerjee et al., 2018).

In 2014, the government of Indonesia planned to cut fuel subsidies
and increase the scope of social protection to help alleviate the shocks
this could cause. They wanted to both improve the efficiency of cur-
rent social protection programs and create a temporary cash transfer
program to mitigate any price shocks for the poor. TNP2K proposed a
new nation-wide intervention dubbed “Social Protection Cards.” Cards
would be directly mailed to beneficiaries to give them information
about their eligibility and hence improve transparency across the pro-
grams. However, there was substantial risk inherent in this idea: it
would not work if the eligibility information did not reach participants
or if lack of information was not the key constraint preventing bene-
ficiaries from receiving their subsidies—the cards could have been a
waste of funds, squandering money that could be better spent in other
ways to improve the programs.

In assessing the proposed cards program, the vice president of Indone-
sia requested that concrete evidence be generated—and provided to
him within six months—on whether this would work before it was ex-
panded nationally. The J-PAL-affiliated research team, including this
chapter’s authors, worked with TNP2K to design an experimental pi-
lot with the Raskin program to test the impact of the card on Raskin
receipt, as well as different variants to understand the best way to im-
plement it (e.g., what should be written on the card, should it include
coupons, how much additional advertising is required, etc.). The ex-
perimental design and experimental findings are detailed in Banerjee
et al. (2018).

In order to run the experiment, the researchers used individual admin-
istrative data on eligibility from Indonesia’s Unified Database (UDB),
which was housed at TNP2K. The UDB is a census that the government
periodically conducts to capture socio-economic data from households.
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These data are then fed into a formula to calculate predicted consump-
tion levels for each household through a proxy-means test that deter-
mines eligibility for social protection programs based on ownership of a
variety of common household assets (see Alatas et al. (2012) for more
details on the proxy-means test). The database thus includes names,
addresses, asset information, proxy-means scores, and eligibility sta-
tuses.

The administrative data was first used to implement the experiment:
the beneficiary listing identified the eligible households to whom to
mail Raskin cards in treatment villages (see Figure 16.1). Second, the
administrative data allowed the researchers to identify eligible and in-
eligible households in the survey conducted at the end of the experi-
ment to learn how the treatments differentially affected both types of
households.

Obtaining the beneficiary list data from the Unified Database (UDB)
was key to implementing the experiment. The main goal was to test
whether program delivery was hindered because people did not know
their official eligibility status, and there was no way to identify the
officially eligible population without access to the underlying adminis-
trative data.

Importantly, this is very sensitive data, as it includes the names and
addresses of individuals, along with their income and assets. There-
fore, both the government and the researchers instituted strong data
sharing and storage protocols to ensure that the information was pro-
tected. First, the research team obtained institutional review board
(IRB) approvals on processes to use, store, and handle data. Second,
only two local staff members from the research team accessed and han-
dled the identified beneficiary data, and both were required to sign
non-disclosure agreements with the government. Third, all data with
personally identified information were stored in encrypted folders, and
personal identifiers were removed from the data as soon as possible.
After the UDB data were merged to the endline survey data, all per-
sonal identifiers were stripped from the files by select team members,
and only de-identified data were shared with the rest of team for anal-
ysis.
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Figure 16.1: Sample Raskin cards. The names and addresses in these
sample cards are fictitious and for demonstration purposes
only.

16.2.2 Using Administrative Data to Monitor an
Experimental Treatment

The government of Indonesia (GoI) aims to convert its five principal
social protection programs, known as Bantuan Sosial, to electronic
voucher distribution by 2022. Collectively, these programs reach over
15 million of Indonesia’s poorest households. According to a Presiden-
tial Decree issued in June 2016, the Raskin rice program was slated
first to make the transition.

Beginning this process, the government of Indonesia transitioned
Raskin from an in-kind transfer to e-vouchers. Under the new system,
called BPNT (Bantuan Pangan Non-Tunai/Non-Cash Food Assistance),
beneficiary households are transferred electronic vouchers directly
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to an account in their name that they can access using a debit card,
smart card, or mobile money platform. Recipient households can
then theoretically redeem these e-vouchers at a network of agents
(registered shops or vendors) for rice or eggs. These include both
public-sector agents as well as private retailers who are recruited and
equipped to accept BPNT e-vouchers by one of Indonesia’s state-owned
banks.

While the research team worked with the GoI on the overall evaluation
of the reform (see section 16.3.2), the researchers also aimed to under-
stand whether the number of agents in the area affected the quality of
the BPNT program (i.e., whether a more competitive market improves
quality). The government had issued initial guidelines specifying (1)
an agent to beneficiary ratio of at least 1:250 in each village and (2)
a minimum of two agents per village. However, very few areas were
meeting these requirements, and it was important to understand how
much effort and how many resources the government should exert to
increase compliance.

In 2016, working with the GoI, the research team identified 216 dis-
tricts where the BPNT reform had already happened or was in progress.
The team then randomized the districts into two experimental groups.
In one group, the districts are asked to exert extra effort to try to meet
the agent coverage requirements. In the second group, districts were
told that one of the two coverage guidelines was no longer required.
The banks tasked with recruiting private BPNT agents and district of-
ficials learned of each district’s treatment status through the normal
processes for sharing programs and policies with stakeholders: letters
from the government, a series of explanatory meetings, and phone calls
to reinforce the treatment.

As part of the design, the researchers had to monitor the experiment
and understand whether the number of BPNT agents actually changed
as a result of treatment activities (e.g., letters, meetings), and whether
villages met the GoI-issued requirements.

Given the spread of the districts across the nation, surveying villages
across the 216 districts (and visiting each one multiple times to capture
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Figure 16.2: State-owned banks recruit private retailers to serve as BPNT
agents and outfit them with equipment to process BPNT
e-voucher transactions and sometimes to provide other basic
banking services. These recruited agents then appear in bank
administrative data.

changes over time) would have been prohibitively expensive. Instead,
the research team used administrative data to monitor the experiment.

The researchers obtained detailed administrative data from the banks
tasked with the recruitment of BPNT agents, collected by Bank Indone-
sia (Indonesia’s Central Bank) to learn how many agents existed within
each village, with snapshots twice a year starting March 2018. This
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data on bank agents is provided by each of the government banks par-
ticipating in the program as part of regular administrative data report-
ing on their agent recruitment activities.

In an example of the kind of troubleshooting often required when
working with administrative data, once the research team ascer-
tained that the data are available and could be used to monitor the
intervention—and, more generally, the reform—the team discovered
that the form and codes of cataloguing villages and districts were not
consistent across banks, nor consistent with the government’s official
codes. This made it difficult to match data both across different
data sets and across time. The research team provided support to
the government and the banks to clean the data and work with the
institutions to draft guidelines to make the data consistent across
various data sets going forward. In this case, collaboration between
the research team and the government resulted in improvements to
the data collection process, facilitating further research and program
implementation.

16.3 Using Administrative Data to Measure
Outcomes

In most experimental program evaluation designs, one measures the
actual outcomes of both the control and treatment groups by conduct-
ing an endline survey. This can be costly. For example, a basic, two-
hour endline survey across households for the Raskin card example
costs about US$60–$70 per household surveyed, not including addi-
tional independent survey monitoring costs. The expense of these sur-
veys can add up quickly when surveying a large sample or measuring
program impact at various points in time (e.g., short-run versus long-
run outcomes). The following two sections describe how two different
forms of administrative data (program use data and national sample
surveys) were used to measure program outcomes.
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16.3.1 Utilizing Program Use Data to Measure Outcomes

In January 2014 the GoI introduced a national health insurance
scheme, Jaminan Kesehatan Nasional (JKN), with the objective of
achieving universal insurance coverage by 2019. JKN is a contributory
system run by the Social Security Agency (BPJS Kesehatan). Non-poor
informal workers are mandated to individually register for JKN
and make monthly payments, but the mandate is hard to enforce.
Unsurprisingly, BPJS Kesehatan has faced low take-up among this
group. Those who do enroll tend to be those who have high levels of
claims, so the revenues generated by premium payments do not cover
the high cost.

A discussion began among researchers, TNP2K, BPJS Kesehatan, and
Bappenas in 2014 to understand how to address this take-up issue.
An experiment was designed to test whether temporary price subsidies
could boost enrollment among healthier individuals, driving down the
government’s cost per individual enrolled.3

The experiment and data collection process in the two sample cities
(Medan and Bandung) ran roughly as follows. Since there was no
list of non-poor, informal workers who were not enrolled in JKN, re-
searchers first went door-to-door to find individuals. Through this
method, the research team identified about 6,600 target households
for the sample. The researchers then conducted a short baseline sur-
vey that included the NIK (national ID number) of each household
member, so that the sample could be matched to the BPJS administra-
tive data. After the survey, households were individually randomized
into different arms of the experiment through the survey app, and the
survey enumerator administered the corresponding subsidy treatment
(if any).

To understand the effect of the treatments on take-up, enrollment (i.e.,
selection), and ultimately the per person cost of insurance to the gov-
ernment, the researchers matched the NIK numbers of sample respon-

3Additional treatments were also designed to understand how both non-monetary
sign-up costs and informational barriers affected take-up (see Banerjee et al. (2019)
for more details on the experimental treatments and results).
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dents to the BPJS administrative data on enrollments, monthly pre-
mium payments, and claims over the subsequent 32 months to answer
three questions (for both the treatment and control groups):

1. Did the household enroll?
2. Did the household stay enrolled (i.e., did they continue to make

their monthly premium payments)?
3. Did the household utilize the insurance? More specifically, did they

visit a health care provider? What was the visit for? How much did
the government need to reimburse the provider (i.e., the value of
the health claim)?

The administrative data had several advantages over conducting a con-
ventional household survey. First, it was much cheaper, since the data
used were collected as part of the program administration, instead of
just for the experiment. Second, recall bias was not a concern with
the administrative data. Imagine the researchers had run an endline
survey two and a half years after the treatment instead of using the ad-
ministrative data. People could have easily forgotten the exact month
when they visited the doctor and for what reason. To mitigate recall
bias in a survey context, one would conduct frequent endline surveys
to capture timely data, but this strategy can easily double or triple sur-
vey costs. Instead, with the administrative data, the research team
had dated information for the 32-month follow-up period that was not
subject to recall bias. Third, an endline survey may have been subject
to differential response bias: households who received the treatment
might feel indebted or grateful to the researchers and thus more in-
clined to respond positively to questions about the insurance. The ad-
ministrative data obviated this concern, as it recorded actual, observed
insurance outcomes for everyone.

Appendix A describes the close collaboration between the research
team and the GoI that ultimately ensured the safe use of Indonesia’s
national health insurance data in this research project. In the end,
the systems put in place to facilitate data use paid off in terms of pol-
icy impact. The research collaboration provided key insights to the
Indonesian government on their insurance pricing systems—Bappenas
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credited the collaborative study on the national health insurance sys-
tem when determining insurance premium pricing in 2016.

16.3.2 Building Questions into the National Sample Sur-
vey to Measure Outcomes

As discussed in section 16.2.2, the government of Indonesia has transi-
tioned Raskin from an in-kind transfer of rice to e-vouchers redeemable
for rice or eggs. This system was introduced in 44 of the largest cities
in 2017 as a pilot, with a larger rollout in 54 cities and selected districts
in 2018, and a national rollout in 2019.

The GoI asked for assistance to assess the impact of the reform on the
quality of services that beneficiaries receive, which was to be studied
around the 2018 phase-in of the reform. Given the budget allocation
for 2018 to serve about 8.3 million beneficiaries with BPNT, the gov-
ernment needed to choose about 40–45 districts from 105 districts that
were ready to receive the program during the 2018 roll-out, with the
remaining districts to be treated under the budget allocations for 2019.
Thus, the researchers randomized 42 districts to receive BPNT in 2018,
with the rest treated in mid-2019.

A key question was how to survey citizens to evaluate the reform.
The experiment spanned 105 districts across the country, making con-
ventional household survey methods infeasible as discussed in section
16.2.2. With the GoI, the research team identified an alternative. Since
1963–64, the Statistics Bureau of the Government of Indonesia (BPS)
has conducted a biennial national sample survey called the National
Socioeconomic Survey (SUSENAS). It is administered to over 250,000
households and collects data on health, education, fertility, consump-
tion and expenditures, and housing, among others. SUSENAS data are
used for various purposes including planning, monitoring, and evalu-
ating government programs. The researchers thus developed an idea
to add questions to the SUSENAS to evaluate the BPNT reform. The
SUSENAS is particularly well-suited for this use, as it covers all dis-
tricts and is representative at the district level (the researchers’ unit of
randomization).
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Appendix B describes the process of adding questions to the national
sample survey through careful collaboration with many stakeholders.
A challenge was ensuring that the timelines matched between the pro-
gram implementation and the survey. The national sample survey has
a set schedule determined by BPS, while the schedule for the transition
of districts to BPNT (the treatment in this experiment) was decided by
other ministries. Coordination was necessary to ensure that the treat-
ment groups were transitioned to BPNT sufficiently before the surveys
were fielded and that the control groups were treated afterwards.

The national sample survey represents a hybrid between administra-
tive data and experiment-specific survey data. The survey is in the
form of a conventional household survey but is administered by the
government in order to inform its policies, regardless of the specific
research projects described here. More generally, note that using na-
tional sample survey data of this sort has benefits and limitations. Ben-
efits include large geographic scope and representative samples. The
survey constitutes a panel of districts, and so control variables at the
district level from previous years can be included in regression models
to gain additional statistical power. In terms of limitations, as one can
imagine from the process above, adding questions to a national survey
may not provide all the variables that would be desired in a two-hour,
evaluation-specific endline survey. In fact, the new Block XVI on Social
Protection was only one page long, so questions needed to be designed
very carefully.

16.4 Studying the Collection of Administrative
Data Itself

As described in section 16.2.1, a number of programs in Indonesia use
the UDB—a unified database of the households that are eligible for
government programs. A series of studies conducted by members of
this research team explored a variety of ways how to do this best (in
particular Alatas et al., 2012, 2016).
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16.4.1 Administrative Data Collection for Program
Targeting

Governments are often worried about whether social assistance
reaches the poorest households. In 2005, the government of Indonesia
announced cuts to fuel subsidies, which were to be offset by increased
transfers to the poor and near-poor. Program targeting emerged as
an important policy priority, as the government sought to ensure that
these transfers reached their intended recipients. In 2011, to further
improve the targeting of social protection programs, Indonesia set
out to establish a national targeting system.4 This national targeting
system, the Unified Data Base (UDB), is essentially a unified registry of
actual and potential beneficiaries, which aims to provide high-quality
data for all programs to access, facilitate complementarities between
programs, reduce costs by avoiding duplicated targeting efforts across
programs, and mitigate fraud, corruption, and the unintended dupli-
cation of benefits. While the potential advantages of such a system
are large, switching targeting methods introduces the risk that some
households could be systematically excluded from social assistance.
The technical and administrative challenges of such a multi-program
effort are extensive, and the risk of information manipulation may
increase with the scale of the effort.

To mitigate these risks, careful decisions on data collection and se-
lection were needed, and a number of options for collecting this ad-
ministrative data were considered. In particular, there was debate as
to whether to conduct a survey sweep with hard data collection en-
abling the use of a proxy-means test (see sections 16.2.1 and 16.4.2),

4Indonesia has historically used a blend of methods. For example, BLT, a cash
transfer program launched in 2005, relied mostly on community assessment, self-
assessment. and pre-existing lists to collect data and has relied mostly on PMT (proxy-
means test) scores and community input to select beneficiaries from the resulting pool.
The village head nominated poor individuals, and theoretically, this nomination data
was combined with pre-existing lists of family planning data. However, in practice,
frequently only the village head nominations were used. In 2008, data collection
methods for the cash transfer program were supposedly modified to use consultative
community meetings to update lists, identifying households that had moved, died, or
were no longer poor. However, in practice, these meetings were generally restricted
to village officials, rather than the broader community, and households were only
removed for death or relocation, not for no longer being poor.
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community-based targeting, or some combination of both. In collab-
oration with the government, researchers from J-PAL and the World
Bank conducted a randomized control trial to test these targeting meth-
ods against each other (Alatas et al., 2012).

The results of the experiment informed the creation of the Data Col-
lection for Social Protection Programs (PPLS11) registry, which was
finalized in December 2011, covering the 25 million poor and vulner-
able households constituting Indonesia’s bottom 40 percent. It was
subsequently endorsed by a cabinet-level committee, which instructed
all central agencies to use it as the basis of their beneficiary lists. The
registry has since been used for the national health fee waiver program
(Jamkesmas) that aims to cover the poorest 76 million individuals and
a conditional cash transfer program that now covers 10 million house-
holds, as well as for targeting unconditional cash transfers to quali-
fying households during further fuel subsidy reductions (see section
16.2.1). The establishment and widespread use of this registry sig-
nificantly reduced the exclusion of poor households from government
assistance, marking a critical milestone in Indonesia’s development of
an integrated social safety net. Furthermore, since the adoption of
PPLS11, Indonesia has continued to improve its administrative data
systems, and thus the social protections that rely on those systems,
through empirical research that relies on both experimental and ad-
ministrative data. One follow-up study focused on the potential of us-
ing self-selection to help determine inclusion in the proxy-means test
screening process (Alatas et al., 2016).

16.4.2 Using Administrative Data as a Research Treatment
to Improve Data Collection

In 2014, the government of Indonesia set about updating the UDB,
which forms the basis of eligibility of social protection programs. The
UDB contains data from a semi-census where Census Bureau enumera-
tors collect information from households on socioeconomic character-
istics and assets. These data are then fed into the proxy-means test
formula used to identify poor households and target them for social
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programs.

One important question in both the economics literature and policy
space is whether these data collection processes used in program tar-
geting have distortionary effects. In high-income countries, where
means testing is done based on employment and income status, the
question often revolves around whether targeting leads to individuals
working less for fear of becoming disqualified from benefits programs.
Since targeting is based on assets in low-income countries (as income
and employment are hard to verify), the question becomes whether
households would choose not to invest in assets (or hide assets) for
similar reasons. This could have real implications on household well-
being, for example, if the asset is a better water source that can affect
health or a productive asset (like a cow) that can affect household con-
sumption.

Working in partnership with the government of Indonesia, the re-
searchers built a randomized controlled trial directly into the 2015
UDB data collection—which collected data on 25 million households,
generating data on 92 million individuals nationally—to ascertain
whether adding additional asset questions to the UDB data collection
would incentivize households to reduce asset acquisition.

Specifically, the researchers randomized questions about two addi-
tional assets onto the UDB questionnaire. The randomization was
done at the province-level, since that is the level at which the surveys
are printed and the enumerators are trained. To ensure that everyone
received the same number of survey questions, each province was
randomized into one of two options: in half the provinces, households
received (1) either a question on flat-screen television ownership or
a question on the number of rooms in their house and (2) either a
question on how many active cell-phone SIM card numbers the house-
hold had or whether they had a modern toilet installed. Importantly,
TVs and cell phones can be hidden from enumerators far more easily
than rooms and toilets. Thus, the researchers could test whether being
exposed to a particular question affected citizens reported and actual
asset ownership.

Inserting different variables for randomization required the approval
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from the BPS deputy in charge of social statistics. For the data col-
lection, BPS had to train approximately 100,000 enumerators, which
spanned central, provincial, and district level trainings. Having differ-
ent versions of the questionnaire within the same data collection was
a new exercise for BPS and so was the idea of randomization. Despite
the challenges that the new data collection posed, the researchers were
able to convince the BPS deputy to implement the randomization be-
cause of a long history of engagement and collaboration between BPS
and TNP2K, along with a presentation to BPS leaders on the rationale
and future benefits of the study. Additionally, the BPS deputy also ben-
efited from the opportunity to check the quality of SUSENAS data. In
order to understand the treatment impacts on actual cell phone owner-
ship, the researchers obtained administrative data on yearly SIM card
subscribers from all major Indonesian telecommunications companies
through the Ministry of Communications and Informatics (KeMenKom-
Info). Following formal written requests from TNP2K and presenta-
tions regarding the study’s objective to KeMenKomInfo officials, they
finally agreed to release the data strictly for the purpose of the study.
The study found that households randomized to receive the TV ques-
tion were less likely to report TV ownership, but actual TV sales were
unaffected, suggesting that households may have responded by hiding
the asset, not changing their consumption.

16.5 Concluding Remarks

The experiences discussed here suggest that administrative data has
a number of roles to play in conducting research on social protection
policies. The projects described use administrative data as an outcome
variable, allowing the scalable use of high-quality data. Even beyond
that, the researchers used administrative data to implement treatments
and in addition studied how to improve administrative data collection
itself.

Several key lessons emerge. Given that governments own most admin-
istrative data sets, it is important to determine research questions and
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priorities together with the government so that the study is policy rel-
evant. It is imperative to keep in mind that there are often multiple
stakeholders; researchers must make sure that everyone understands
the study goals, the exact data that are needed, the manner data will
be used, and the responsibilities on both sides. Given the sensitivity
of some data, having strong data storage protocols that meet IRB stan-
dards is important.

It is of course worth noting that administrative data-based experiments
do not work in all cases and have some costs. For example, in some in-
stances, an intervention would need to be designed, randomized, and
implemented at a much larger scale (e.g., district level rather than vil-
lage level) in order to match the available data. In other cases, the
types of questions needed may not be available in existing data sets
(for example, self-reported health status is not available in health in-
surance claim data). Notwithstanding, the projects and resulting policy
actions described here would not have been feasible without leveraging
administrative data through collaborations with many stakeholders—a
crucial resource for researchers and policymakers seeking to generate
and use experimental evidence for social good.
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Appendix

Appendix A

Collaborating to work with Indonesia’s health insurance records

First, researchers and government partners discussed the research
questions, study priorities, and treatments. This ensured that the study
questions were useful for policy. This is an important first step for
any evaluation collaboration to be successful, regardless of whether
administrative data are used.

Second, the relationship was formalized through two agreements that
clearly outlined the research design and plan, the data that would be
shared with the researchers, and the responsibilities of each actor. The
initial agreement was a memorandum of agreement between BPJS Ke-
sehatan (who owned the data), Bappenas (who was facilitating the
research from the policy side), and J-PAL SEA (who represented the
researchers). This agreement included the study design, broad data to
be shared, and the study protocols. The other agreement was a sep-
arate cooperation agreement between BPJS Kesehatan and J-PAL SEA
that spelt out each entity’s roles and responsibilities in detail. Both
agreements required a series of official meetings that occurred over
the course of six months.

Next, the official data request was submitted to BPJS Kesehatan. This
included the exact variables to be shared, the frequency of data shar-
ing, the de-identification process, and the data security protocols in
place. The administrative data from the national insurance program
are sensitive. They contain not only insurance status but also health
records. Therefore, it was very important that both the government
and researchers followed these data protection principles: (1) to en-
sure that the data were used for the stated purposes only, (2) that all
parties were in agreement on those purposes, and (3) that strict data
security protocols were followed. At this point, the research team was
working closely with BPJS Kesehatan to understand the structure of
the data, how it could be extracted, which departments within BPJS
were responsible for the different component data sets, and so forth.
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After an official letter was issued to grant data access, the research
team maintained a close relationship with the BPJS team to continue to
discuss the data use and ask questions about the data sets themselves.
In addition, periodic updates on the results were presented to the BPJS
team so that they could learn from the experiment as it was happening.

Appendix B

Collaborating to embed questions in Indonesia’s official national
sample survey

Adding questions to a national sample survey seemed like a straight-
forward idea, especially since the survey was being conducted anyway
and the evaluation itself was commissioned by the government. But as
with most things in life, things are never so simple.

It is important to keep in mind that the government comprises many
different actors and each has a stake in the data, as they have their
own policy information needs. Thus, the first challenge was to identify
the stakeholders in this data set and generate buy-in. One clear stake-
holder is BPS (the census bureau), who is in charge of conducting the
sample survey and ultimately decides what to include.

However, many different ministries use the SUSENAS data, submit
their own sets of questions to BPS, and have input and feedback on
the overall survey. Moreover, given that BPS has a fixed budget to field
the survey, there are constraints on the survey length. If questions are
added, it likely means that others are removed. Therefore, the research
team had to ensure buy-in from other ministries that would be inter-
ested in the BPNT reform to increase the probability that the submitted
questions were included.

Therefore, in addition to numerous meetings and discussions with BPS
to explain the importance of adding the questions and maintaining
them over several rounds, the research team also conducted a series
of meetings with other stakeholders, including Bappenas, TNP2K, the
Ministry of Social Affairs (MoSA), and the Coordinating Ministry for
Human Development and Cultural Affairs (PMK).
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A second challenge was to follow the right timeline for stakeholder en-
gagement and attend the right meetings where decisions were made.
For example, the research team found that in order to include new
questions in the regular SUSENAS data collection in March, discus-
sions with related ministries and institutions need to start at the latest
in July or August of the previous year, before survey preparation begins
in September. Inter-ministerial coordination usually occurs in October
when the ministries propose their own questions for SUSENAS. This
coordination workshop is crucial, since this is where the decisions to
keep or drop questions are made. The research team therefore ob-
tained permission to attend the workshop.

The first draft of the questionnaire from the inter-ministerial meeting
is then workshopped internally by BPS and circulated with several rep-
resentatives from each relevant institution in early November. During
this process, modifications are still highly possible. Since the activity is
usually not public (i.e., only between BPS and each ministry or institu-
tion separately), regular follow-up with BPS is necessary to understand
the current stage of the process. By following up with government
partners, such as TNP2K and Bappenas, the research team was able to
access several drafts of the questionnaires and provide inputs as nec-
essary. Ultimately, the additional questions proposed by the research
team were approved by BPS and included in the socioeconomic sur-
vey, specifically in Block XVI on Social Protection, a new section in the
SUSENAS used to track the reform.
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