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Foreword

by Daniel L. Goroff
Vice President and Program Director
Alfred P Sloan Foundation

This is an important Handbook, compiled by an important institution,
on an important topic. The Alfred P. Sloan Foundation is therefore a
particularly proud sponsor of the Innovations in Data and Experiments
for Action Initiative (IDEA) of the Abdul Latif Jameel Poverty Action
Lab (J-PAL), which has taken on this endeavor, and of work on admin-
istrative data generally.

Many think of J-PAL as an advocate for randomized controlled trials
(RCTs). This is true, of course, and the world is better for it. Oth-
ers realize that J-PAL stands for more than econometric improvements.
J-PAL is also about collective responsibility, for example. By bring-
ing the laboratory model to the social sciences, J-PAL promotes new
ways of designing, staffing, documenting, crediting, and replicating
experiments that produce reliable results. Indeed, researchers lead-
ing this movement seem to have priorities that go beyond producing
yet another paper for their own CVs. The shared goal they pursue
instead—relentlessly and with great integrity—is to discover meaning-
ful answers to important questions.

How is J-PAL bringing about this reorientation of empirical social sci-
ence as a profession? Taking a page from the behavioral economists,
nudges tend to succeed by making change seem easy, attractive, social,
and timely. As a replacement for how lone professors have traditionally
worked with their graduate and postdoctoral students, the laboratory
model goes a long way on each of these four dimensions, thus provid-
ing a new technology for producing reliable research results. Among
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those interested in empirical evidence, there is ample demand for such
results, too, as the world struggles with everything from poverty to
pandemics and from prejudice to polarization. Large-scale surveys, a
traditional source of insights about matters like these, are no longer
seen as fully adequate to the task due to rising costs, slow turnaround,
sampling frame challenges, and declining response rates.

So, when it comes to generating empirical evidence, we have a novel
production technology together with weakening competition and ro-
bust demand for the outputs. What about the inputs? Besides the
laboratory labor, there is also a need for data. Wait—don’t we usually
think of research data as a product of this process? Suitably refined and
polished, after all, we store those data sets away in repositories in case
someone else ever wants to admire them. This Handbook is not about
that, but rather about the new and promising role that administrative
data is beginning to play as an enabler of exciting research.

What counts as administrative data? There are many definitions. I,
for one, take it to mean any information not originally collected for
research purposes. That includes transaction descriptions and other
records compiled while conducting public or private sector business
of all sorts. Unlike when dealing with well-designed and well-curated
research data sets, no metadata, comparison groups, representative
samples, or quality checks can be assumed.

Some therefore refer to administrative data as digital exhaust. That
characterization certainly evokes origins as an unintended byproduct
but fails to convey the potential value. Others speak of found data.
That brings to mind an oasis stumbled upon in the desert. Unlike ex-
haust but more like an oasis, many like to classify administrative data
as a public good.

I argue that this Handbook suggests a better metaphor—at least im-
plicitly. The contributors’ more explicit goal is, of course, to help fa-
cilitate and promote the use of administrative data in the production
of high-quality empirical evidence. In terms of nudging researchers in
that direction, this is already an attractive and timely proposition. In
fact, commercial applications of administrative data are all the rage
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throughout the rest of society. Without more active roles for indepen-
dent researchers and academic standards in this data revolution, there
is a danger that only a few large and rather secretive institutions will
either know—or think they know—what is going on in the world.

The challenge is that, as a goal to nudge toward, repurposing admin-
istrative data for use by researchers has been neither easy nor social.
The Handbook chapters that follow present many examples of how
the process can be made less burdensome for individuals and more
beneficial for society. One way of appreciating the value of such advice
is to consider the potential costs incurred without it:

Fixed Costs

Some holders of administrative data charge researchers for access.
Even data that are supposed to be public by law, like the federal tax
returns of charitable organizations, may only be available in bulk for
a fee. Voter rolls and company registers must be purchased in certain
states but are free to download in others.

Even after paying any such initial fees, administrative data sets usu-
ally need extensive preparation and attention prior to computing any
statistics. The cleaning, documenting, linking, and hosting of files can
be quite demanding. If the information is private or proprietary, then
setting up an enclave or other protections also incurs expenses.

The case studies in this Handbook detail how much time and effort it
can take to manage administrative data even before any research can
begin. Currently, every investigator tends to start anew by negotiat-
ing their own access, doing their own cleaning, and making their own
linkages with little incentive to share anything other than the final find-
ings. We can do better. The lessons this Handbook proffers, and the
coordination it suggests, show how.

Marginal Costs

Beyond routine maintenance, the budget implications of calculating
one more statistic from a well-prepared, well-proportioned, and well-
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hosted data set should be pennies at most. But there are other costs as
well. When dealing with confidential information, for example, it fol-
lows from theorems described in this Handbook that every new query
answered about a given data set leaks some privacy and depletes the
privacy loss budget that should be fixed in advance. Even if the data
set has nothing to do with people, every new query leaks some valid-
ity, too, and depletes the statistical significance loss budget that should
also be set in advance. The chapters on disclosure avoidance methods
and differential privacy explain how query mechanisms that satisfy e-
differential privacy control the rate at which simply trying to answer
the questions that researchers submit about a given data set eventually
and inevitably uses up the privacy loss and statistical significance bud-
gets. Once spent, responsible curators are supposed to stop accepting
queries altogether.

Remember this next time you hear that open data sets are a “pub-
lic good” just like lighthouses or unpatented discoveries. Open data
may serve the public good to be sure. Technically speaking, however,
a research data set is not only excludable but also rival in the sense
that with use it gradually loses its ability to generate safe and reliable
evidence. This has consequences regarding the provision of adminis-
trative data for research purposes that the Handbook explores and that
I will revisit below.

For now, note that we can only slow the rate at which privacy and
validity evaporate with data use. No technological advances or other
cleverness can prevent such leakage altogether, according to the theo-
rems. What to do? Moving to new data sets, say either resampled ones
or “set-asides” reserved from the original, can not only refresh bud-
gets but also provide new perspectives. Another strategy is rationing
direct access to data that would otherwise be overused. Exploratory
research can be performed on high-quality synthetic data without im-
pacting privacy or validity budgets at all. Tentative statistical or mod-
eling conclusions obtained that way can then be sent to validation, or
verification, servers for confirmation. These servers do access the orig-
inal data but are designed to use only small portions of the privacy or
validity budgets. The only researchers able to query the original data
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would be those whose explicit, important, and pre-registered hypothe-
ses cannot be tested otherwise due to linkage or other requirements.
Such a regime has been shown not only to generate publishable results
but also more reliable results than research based on p-hacking, data
dredging, selective reporting, and other common practices.

Transaction Costs

Negotiating a Data Use Agreement (DUA) often requires considerable
time, tact, and trust. As described in the chapter on data use agree-
ments, legal technicalities and bills can be formidable but surmount-
able. All may seem to go well until some new player or policy sends
everything back to square one. Case studies in this Handbook high-
light just how to engineer mutually beneficial relationships between
data holders and data users by avoiding or overcoming such frictions.

Economists who study transaction costs suggest that, when frictions
are onerous, the solutions are often institutional. There is a role here
for intermediaries who can deal with entire sectors of similar data hold-
ers on the one hand and with entire classes of data users on the other.
This has to be more efficient than everyone negotiating pairwise agree-
ments one at a time.

Examples range from the Institute for Research on Innovation and
Science (IRIS) at the University of Michigan, which processes, pro-
tects, and provides administrative data gathered from universities
about grant expenditures, to the Private Capital Research Institute
(PCRI), which does the same with data from private equity firms
as described in the PCRI's chapter in this Handbook. Some refer to
such intermediaries as Administrative Data Research Facilities. The
staff of each includes experts on data governance who also know the
data-holding sector and the data-using sector well enough to deliver
valuable benefits to both.

Opportunity Costs

Professors lament that, absent such intermediaries, the time and effort
they spend trying to secure administrative data keeps them from pur-



suing more valuable tasks few others can address. This has particularly
been the case, for example, in their quest for social media data held by
tech platforms. Arguably, researchers have paid insufficient attention
to challenges such as protecting privacy, identifying specific hypothe-
ses suitable for testing with the data if obtained, compensating for the
fact that such data do not constitute a representative sample of a well-
defined population other than the users of a particular platform, devis-
ing ways to combine administrative data with survey or experimental
data, etc.

Indeed, obsession with “getting the data” may blind researchers to
other approaches or considerations. Most administrative data, after
all, are only observational. Unless it describes suitable treatment and
comparison groups, such data can rarely, if ever, yield robust causal
conclusions. Running a well-designed RCT can, of course. RCTs usu-
ally require not just access to administrative data, but also the active
cooperation of administrators in carrying out an experiment. Chap-
ters in this Handbook provide examples from around the world where
concentrating on how to answer an important question, instead of just
how to obtain an attractive data set, has paid off handsomely.

Faced with all these costs, researchers naturally look for funding to
cover expenses. That includes making proposals to grant-making or-
ganizations like the Alfred P. Sloan Foundation. When describing my
work there, I often say that I am in the public goods business. That
framing, when invoked in discussions of open data as a pure public
good, suggests that the provision of data depends on solving a collec-
tive action problem, that is, a game where the natural Nash equilibrium
fails to be Pareto efficient.

Under such circumstances, social science lore recommends nudging
players to take their social obligations seriously and to internalize more
of the benefits that might accrue to others. J-PAL and similar groups
have made progress this way, as described above, motivated by com-
pelling goals like the alleviation of poverty and supported by substan-
tial grants from private and public sponsors. But while philanthropy

xvi



Using Administrative Data for Research and Evidence-Based Policy

can proudly provide start-up funds, the sustainable provision of public
goods ultimately depends on fundamental shifts in cultural, institu-
tional, or legal support.

In other words, calling a commodity a “public good” may sound like
praising it as worthy for funding. But to a grant-maker, the techni-
cal term “public good” just signals that, short of tax dollars or phil-
anthropic support, financing will be difficult and sustainability will be
very difficult. Cases where grants do help a community solve a collec-
tive action problem and provide a public good can be very productive,
compelling, and gratifying, of course. The Handbook describes ex-
cellent examples, including the tools, systems, knowledge, and access
mechanisms that facilitate research on administrative data.

Not everything of social value has to be a public good like this in the
technical sense. As chapters in the Handbook indicate, conducting re-
search on a data set—administrative or not—uses up its evidentiary
value, especially if the data describes sensitive information about in-
dividuals. Talk of budgets, in this case for privacy and validity, evokes
the way economists usually analyze the provision of commodities other
than public goods.

From this point of view, we have a familiar scarce resource problem—
but with high initial costs, low marginal costs, and the potential to
enable a wide range of valuable activity over time. Solutions to such
problems are often called infrastructure projects, particularly ones that
result in reduced transaction costs, too. Monopolies or duopolies tend
to play a role, justified by the positive externalities associated with
sound infrastructure. Financing is not necessarily that much easier
than for a public good but can also generate significant social benefit
if designed well. Like railway or communications nodes, institutional
intermediaries in this case could be connected to form an efficient net-
work that traffics in administrative data by following trusted standards
and practices.

Building these nodes, whether they are called Administrative Data Re-
search Facilities or not, thus represents capital investment in research
infrastructure. The Alfred P. Sloan Foundation’s enthusiasm about pro-
viding data for economics research is, like the chapters that follow,

xvii



based on realism both about the economics of research data and about
the promise of administrative data in particular. Others wishing to join
this adventure may similarly find inspiration in this Handbook’s ac-
count of how capital and labor can be organized to help answer impor-
tant questions by transforming administrative data into high-quality
evidence.
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CHAPTER 1

Using Administrative Data for
Research and Evidence-Based
Policy: An Introduction

Shawn Cole (Harvard Business School)
Igbal Dhaliwal (J-PAL, Massachusetts Institute of Technology)
Anja Sautmann (World Bank)

Lars Vilhuber (Cornell University)

1.1 The Potential of Administrative Data for
Research and Policymaking

Over the course of our careers, we, the editors of this Handbook,
have been witness to extraordinary changes in economics, economic
research and evidence informed policymaking. One of them has been
the rise of research in applied microeconomics and development eco-
nomics that focuses on working closely with policymaking and imple-
menting organizations and creating an evidence base for better social
programming. Two key factors have contributed to this trend: in-
creased availability of new data sources, and the rapid growth in the
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CHAPTER 1

use of experiments (randomized control trials or randomized evalua-
tions) in the social sciences. These developments have enabled many
new avenues of research.

Recent studies using administrative data show, for instance, how be-
havioral factors can lead to decision biases, and how these biases can
be addressed with better policy design. Improved ways of present-
ing information have been shown to significantly raise eligible earned-
income tax credit (EITC) benefits claims (Bhargava and Manoli, 2015),
and reduce uptake of costly payday loans (Bertrand and Morse, 2011).
New experimental research has also contributed to the credible assess-
ment of the long-run effects of landmark social programs, such as the
effects of Medicaid health insurance in the US on hospital visits, con-
ditional cash transfers through PROGRESA in Mexico on health, or the
PACES school voucher program in Columbia on educational outcomes
(Taubman et al., 2014; Gertler and Boyce, 2003; Angrist, Bettinger
and Kremer, 2006). Through a better understanding of the pathways
of impact, such studies can help improve the design and performance
of these programs.

Randomized trials and research evaluating policy impacts more gener-
ally have dramatically improved the quality and breadth of evidence
used to inform better policymaking. Just within the J-PAL network, af-
filiated researchers have conducted over 2,000 randomized evaluations
and scale-ups of evaluated programs have reached over 500 million
people. Moreover, a good number of studies, including the ones cited
in the preceding paragraph, make use of existing data sources, typi-
cally from administrative databases. Yet it is also our experience that
this type of research frequently involves complex and costly original
data collection. For example, the large-scale surveys that accompany
many randomized evaluations typically consume a large share of the
financial and staff resources devoted to the research project overall. A
lack of relevant, reliable, and comprehensive data that researchers can
access has been a limiting factor for new studies and consequently the
spread of evidence-informed policy.

At the same time, there are a wide variety of data sets already in ex-
istence, from patient-level health care data in the US to geotagging
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for police vans and garbage trucks in India (Doshi et al., 2016; The
Times of India, 2020), which could dramatically reduce the cost and
complexity of policy-relevant research — including randomized control
trials — and speed up the formation of an evidence base for policy-
making. Administrative data are sometimes referred to as organic data
(Groves, 2011) because they are generated as part of normal business
processes. Decision-makers at firms and in government are often al-
ready using such data to better understand problems and issues of the
populations they serve. Based on such analytics, new policies are im-
plemented or new questions defined. As a natural next step, carefully
designed, systematic research with administrative data, often carried
out in partnerships that include academic researchers, firms, and gov-
ernments, may carry out in-depth analyses, conduct experiments, and
develop and field supplemental surveys to test specific mechanisms or
hypotheses. This type of innovative research can dramatically expand
the insights gained from the data and their feedback to policy.

An increasing fraction of academic studies conducted in high-income
countries and published in the most prestigious journals in Economics
now use administrative data (see Figure 1.1; Chetty, 2012; and Einav
and Levin, 2014). In general, however, researcher access to adminis-
trative data sets remains difficult and idiosyncratic (Card et al., 2011),
and the potential of administrative data especially in low- and middle-
income countries is far from exhausted. This Handbook is motivated
by our view that easier access to and an increased use of administrative
data sets by researchers could dramatically improve the quantity and
quality of available evidence on social programs and policies.

The potential benefits of greater access to administrative data are
growing exponentially as the scope of data held at governments,
non-governmental organizations (NGOs), and private firms is multi-
plying. For example, both the government and private firms in the
US gather salary and employment data, for labor market reports and
payroll processing, respectively (Abowd et al., 2009; Grigsby, Hurst
and Yildirmaz, 2021). The data volume processed for these purposes
every few months is equivalent in volume to the decennial census of
the entire US population. Digital collection of data at the point of
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Figure 1.1: Share of studies conducted in high-income countries that use
administrative data, among studies published in the four top US
journals in Economics (Journal of Political Economy, American
Economic Review, Quarterly Journal of Economics,
Econometrica). Source: Chetty (2012). Reproduced with
permission.

origin (as opposed to ex post digitization of administrative forms and
reports) has already become the norm in high-income countries and is
on that path elsewhere in the world.

Administrative data often have very useful properties. They can mea-
sure certain features objectively, such as distance traveled, price paid,
locations visited, or contacts with a system or provider. This can avoid
social desirability or recall biases of survey data. Checks and balances
like biometric capture or automatic geotagging can additionally make
administrative data more reliable and accurate than self-reported infor-
mation. These properties themselves may have the potential to make
the use of administrative data useful for policy; for example, biomet-
ric records used to monitor public health workers in India improved
attendance by 15 percent, even when consequences for absentee staff
were in practice limited (Dhaliwal and Hanna, 2017).

Broad coverage and routine collection as part of day-to-day operations
also often make administrative data more representative and may solve
an Achilles’ heel of many potential surveys and experiments: attrition.
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The size of administrative data sets can make it possible to run ex-
periments with more treatment arms, and to detect even effects that
are small or heterogeneous between groups, without loss of statistical
power.

Finally, completely new types of data open exciting new areas of re-
search to improve policies and programs. For example, utility billing,
cash register scanning, or phone usage data have provided insights into
day-to-day behavior at previously unheard-of levels of detail. The large
volume of such data also makes them much more amenable to cutting-
edge analysis methods like machine learning, allowing for new classes
of insight and inference such as artificial intelligence.

Although firms and NGOs are increasingly making data under their
control accessible, governments have long been at the forefront of mak-
ing data available for research. Examples include labor statistics and
social insurance data, but also census data and national, state, and
district-level household and firm surveys. When researchers and gov-
ernments work closely together to conduct research based on admin-
istrative data, uniquely fruitful research-policy partnerships can arise
that generate innovative, policy-relevant studies. As an early and par-
ticularly impressive example, chapter 16 by Vivi Alatas, Farah Amalia,
Abhijit Banerjee, Benjamin A. Olken, Rema Hanna, Sudarno Sumarto,
and Putu Poppy Widyasari of this Handbook describes a series of am-
bitious, nationally representative experiments on the targeting and de-
livery of social protection programs in Indonesia. This body of work
arose out of a decades-long collaboration between academic and World
Bank researchers, the national statistical agency of Indonesia, and the
Government of Indonesia and had significant influence on Indonesia’s
policies. These types of partnerships are a promising and important
development in social policy research.

Governments, but also NGOs, have begun to see it as part of their man-
date to make the information they use for internal programming pub-
licly available. Chapter 13 by Hugh Cole, Kelsey Jack, Derek Strong,
and Brendan Maughan-Brown describes how the City of Cape Town
(CCT) articulates this mandate in its Data Strategy by describing ad-
ministrative data as a “collection of public assets,” which should be
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used to “maximise public benefit”. Individual data sets may not be able
to provide value infinitely: as pointed out in the foreword by Daniel L.
Goroff and in chapter 6 by Alexandra Wood, Micah Altman, Kobbi Nis-
sim, and Salil Vadhan, the value of any data set for generating new
statistically valid analyses as well as the ability to protect individuals
from identification depletes with use. However, administrative data
most often constitute a flow of data that is generated at regular inter-
vals or continually over time. Therefore, the value of the agreements,
systems, tools, and materials that create or facilitate access to such a
recurring or continuous flow of data persist for much longer. A given
access mechanism can continue to be used as data covering new time
periods become available, and is moreover often flexible enough to be
adapted or repurposed as new data types become available for research
access.

Public access to data, especially generated by governments and donor-
funded organizations, is often considered a value in itself, because it
provides transparency on the information being collected and the pro-
grams that use this information. Many recent legal reforms reflect this
view, such as the Foundations for Evidence-Based Policymaking Act of
2018 in the US or the Digital Economy Act 2017 (Part 5, Digital Gov-
ernment) in the UK, and their equivalents in many other countries.
Beyond that, it also enables the broadest possible use of the data in
studies on social policies, including by researchers who may not have
the resources to collect their own data. In this manner, removing ac-
cess barriers to data can play an important role in enabling early-career
researchers, those working in low-income countries, or those at less
well-resourced institutions, to engage in ambitious, high-quality scien-
tific work. At the same time, with a well-designed access mechanism,
the organizations providing the data can benefit as well, by having
their stored data accessed, cleaned, and analyzed by a broad set of
users to provide new insights on key challenges and problems faced by
the programs and beneficiaries in their local context.
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1.2 Why is the Analysis of Administrative Data
Still Relatively Rare?

In light of the tremendous benefits, it is our view that the use of such
data for policymaking and research still remains far below its true po-
tential.

Even though most organizations are now collecting administrative data
in digital form, many do not yet have the in-house capacity to aggre-
gate and analyze these data before they are overwritten or destroyed
after having served their operational purposes. There is often no sys-
tematic approach to incorporating data analysis into strategic or oper-
ational decision-making. When organizations are analyzing data, it is
often for short-term program monitoring, for example through highly
aggregated dashboards, rather than carefully designed research. Many
data providers, particularly at the sub-national level, are also unfamil-
iar with the idea of making data available externally, and sometimes
lack a clear legal mandate. As a result, these data providers do not
have standardized procedures, and are often reluctant to share data
at all. At the same time, many researchers have little experience in-
teracting with data providers, having been trained in the traditional
model of collecting original data or using secondary (public-use) data
in research. In addition to the challenge of negotiating complex data
access agreements, researchers face unfamiliar technical hurdles, such
as working with data warehouses.

In individual cases, researchers have negotiated one-off or ongoing
access to a wide variety of data, in some cases producing influential
policy lessons. But they frequently navigate this process without any
systematic guidance. Access is often fragile and may depend on the
championship of a single individual in the organization. We have also
observed organizations with no data use policies and little awareness
of the risks of sharing personally identifiable information (PII); in such
instances, personal data may unwittingly be exposed to unnecessary
risks.

From our own work and that of others, we identify three key chal-
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lenges for the expanded use of administrative data in research and
policy analysis: making the data usable, addressing confidentiality and
privacy, and balancing value and costs.

1.2.1 Making Data Usable for Analysis

Many data providers collect data in outmoded files and disconnected
databases, and the data are often not in formats amenable to system-
atic data analysis (Groves and Schoeffel, 2018; Hand, 2018). Data
providers interested in research with administrative data would have
to commit resources to overhauling their systems and collecting or dig-
itizing key outcomes of interest, and they may not even readily know
what type of staff or consultants to hire, what guidelines to set, and
how to manage such staff. Data cleaning and data preparation can be
especially complex if the goal is to link administrative data with other
sources of information (such as survey data) to better understand the
extent of the problem, for effective monitoring, or to conduct experi-
ments.

When data linkage, cleaning, curation, and documentation are not per-
formed by the data provider, they must be done by researchers. This
work is typically time-intensive but offers limited professional or per-
sonal reward; data curation is not an intrinsic part of funded research
and is not usually recognized academically. Upon completion of the
research, there is little incentive to share prior data curation work with
the data provider or other researchers. This leads to duplication of
effort and an increased risk of mistakes. Making data usable can be
a significant hurdle even for experts. For example, in chapter 7 Dana
Miiller and Philipp vom Berge estimate that the preparation of a given
data set for analysis—de-identification, documentation, and test data
preparation—takes between fifteen and sixty person-days.

1.2.2 Protecting Privacy While Promoting the Accessibility
and Utility of Data

The unique value of administrative data for policy-relevant analysis
and research is often in the level of detail and the personal relevance
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of the information the data hold. Sources range from medical records
to location tracking to employment history. However, these contents
also render the data sensitive and make it particularly important to
prevent unauthorized access. The privacy of respondents (individu-
als, such as patients or job seekers, but also firms, hospitals, doctors,
etc.) is therefore a key priority when providing research access to ad-
ministrative data. Respondents whose data appear in administrative
data sets have rarely explicitly consented to participate in academic re-
search, and data collection by government agencies, but also by private
companies, frequently does not provide individuals with the option to
remove or withhold information.

Protecting such personal information is increasingly required by law,
but it is also an ethical obligation. Both when a legal framework ex-
ists and in cases in which legislation governing the collection and use
of the data is imprecise or even absent,! data providers therefore typ-
ically endeavor to keep the identity and attributes of the individuals,
firms, and institutions in the data confidential. When there is no clearly
defined process or mandate for providing data for research purposes to
individuals outside the immediate set of staff responsible for the data,
data providers will justifiably be conservative about whom they entrust
with access.

A range of tools are available to protect personal information in admin-
istrative data, and these tools are a focus of both the thematic chapters
as well as the case studies in this Handbook. However, those mech-
anisms require expertise to implement, and they also affect how the
data can be used. An important instance of this is the editing of data
to reduce the chance that a person or computer could identify, or at-
tempt to identify, specific people or attributes of those people. Aggre-
gating, coarsening, or removing personal details in the data are stan-
dard tools of statistical disclosure limitation (SDL), but the increase in
protection almost always comes at the cost of reducing the data’s util-
ity for analysis (see chapter 5 by Ian M. Schmutte and Lars Vilhuber);

!Notable examples in which privacy is only minimally protected includes informa-
tion about the employees of the United States federal government or property tax
records in many US counties.
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in fact, some types of research are only possible when individuals are
personally identified. This includes experiments in which different in-
terventions are provided to different groups to assess their effects: it is
typically necessary to at least temporarily work with identified data in
order to know who received which program or program variant.

Most other security requirements also have the potential to reduce the
set of data users either in principle or in practice: data may be pro-
tected by requiring access with a specific device, at specific times, or
at a unique location such as a secure room (see chapter 2 by Jim Shen
and Lars Vilhuber); or the data provider may restrict access to certain
groups, such as researchers affiliated with an academic institution. The
data provider therefore needs to weigh these restrictions against the
likelihood of data breaches occurring and the damage that would re-
sult, and this can be a challenging exercise. A focus of the many case
studies in this Handbook, and a large number of implementations doc-
umented elsewhere, is to find feasible solutions that are useful for re-
searchers, sustainable to data providers, and respectful of respondents’
privacy.

1.2.3 Value vs. Cost

The processes involved in both making data usable and protecting in-
dividuals’ privacy can be relatively simple, but may also require signifi-
cant resources, and it may not always be clear at the outset which it is.
Some data providers may perceive risks of making data accessible for
research (such as the reputational risk of publications being negatively
received by the public or their superiors, or the legal and ethical risk
associated with possible data breaches) while not being sure as to what
the benefits of research will be and how it will feed back into decision-
making. This is compounded by the fact that data providers may not
have a full view of how data analysis can improve strategic and oper-
ational decision-making or what research is possible; or they attribute
low value to the insights that could be generated, perhaps because they
do not internalize the generalizable lessons from such research.

Researchers may also not always know how to add value for data
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providers. Developing dashboards drawing on the data, creating sum-
mary statistics or research briefs that give the provider or the general
public a sense of the provider’s activities, suggesting implementable
measures to streamline operations, and generally helping the data
provider to assess and showcase the value-added, are activities that
are not part of the regular skill set of academic researchers.

On the researcher side, significant time and effort may be needed to
negotiate and obtain data access when robust and well-documented
request and access procedures for administrative data are not yet estab-
lished. Prominent universities or researchers may be at an advantage
(real or perceived) in terms of the resources they can devote to this
work. The investment may discourage some potential users, including
those from low-income countries. Successful data access mechanisms
must be able to address all these points: provide value to both data
providers and researchers, commit resources to policy-relevant analysis
and to translating research insights into actionable recommendations,
and deliver fast and streamlined data access and use.

Another salient feature of administrative data access is that the costs
are frontloaded. Once a data set has been cleaned and curated, the
data are readily available for use in any number of research projects.
Similarly, establishing data access procedures can be a costly and time-
intensive process, including finding solutions for privacy issues, cre-
ating buy-in from all stakeholders, and defining and formulating re-
sponsibilities, conventions, and rules. However, this initial investment
could enable much faster access requests in the future. The cost hurdle
is in many cases too high to overcome for a single researcher or a single
research project even if the continued use of the data would justify this
cost. Two possible solutions are either to distribute the costs among
several research teams who will get access to the data, or to dedicate
resources at the data provider to covering the initial fixed costs of cre-
ating access and overcoming capacity bottlenecks.
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1.3 This Handbook

While the questions outlined above are challenging, many institutions
have developed effective and replicable solutions to share adminis-
trative data with researchers. These institutions have made data us-
able and put data security measures and privacy policies in place in a
manner that created long-term value for both data providers and re-
searchers. The Handbook draws inspiration from these successes.

To date, much of the existing literature has focused on high-level con-
siderations and the restricted-access data landscape (see the list of ad-
ditional resources at the end of this chapter) but has very little practical
information. In particular, there is a lack of tangible, concrete advice
for sub-national organizations that wish to make confidential adminis-
trative microdata accessible in a responsible fashion, even though re-
searchers, governments, NGOs, and private firms have consistently ex-
pressed interest in learning from experiences around the world. There
are gaps on a range of topics: drafting data use agreements, clean-
ing and linking data sets, implementing secure computer systems and
managing the data infrastructure, designing an application workflow
for granting access to multiple researchers, analyzing data for decision-
making, and facilitating collaborations between researchers and data
providers.

With this Handbook, we aim to close these gaps and to provide re-
searchers and data providers with guidance on best practices in legal
and technical areas; and perhaps just as importantly, we hope to fur-
nish a set of compelling examples of success that can serve as inspi-
ration for others. We believe that the practical and actionable lessons
from these cases can provide valuable information to other institutions,
data providers, and researchers on how to securely and easily share,
access, and analyze administrative data. Additionally, as mentioned at
the beginning of this introduction, we see an incredible opportunity in
combining the use of administrative data with field experiments and
supplemental survey data, something which to date is relatively rare
and for which almost no guidance exists. Several chapters in this Hand-
book therefore make explicit reference to this goal. We hope that this
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will inspire innovative experiments based on administrative data that
will generate insights on the impact of policies and programs world-
wide.

The first part of the Handbook consists of in-depth and practical the-
matic chapters on technical and legal issues surrounding administra-
tive data access. The second part provides structured case studies of
different data access mechanisms and research projects that illustrate
how to succeed in a wide variety of legal and technical environments.
We here briefly describe each of them.

1.3.1 Different Levers for Protecting Sensitive Data: The
Thematic Chapters

The thematic chapters of the Handbook provide guidance on four
topics: how to align administrative data use and institutional review
board-compliant research, how to craft data use agreements (DUA)
between data providers and researchers, how to protect the data
physically, and how to use computational and statistical techniques to
conceal the identity of individuals in the data. In this manner, these
chapters cover a set of interlinked ways of protecting personal data:
physical, legal, and analytical.

Chapter 2 discusses the hardware and software necessary to provide
secure access to data, covering topics such as data encryption, user
authorization through security tokens, biometric identification, and
secure-room setups. Along with standard safety measures such as
password protection, physical security shields the data primarily from
unauthorized access, be it malicious hacking or inadvertent looks taken
at someone else’s screen. Data providers can stipulate or provide the
necessary hardware and software in order to keep data secure.

Analytical techniques to protect data deter or prevent unauthorized
use. A range of such statistical disclosure limitation methods are de-
scribed in chapter 5. The chapter covers techniques to avoid inadver-
tent identification of individuals, either from the data directly or from
summaries, analyses, or visualizations. SDL provides methods to “blur”
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the data so that individual observations may be obfuscated, but aggre-
gates or analyses (such as averages, counts, or model-based param-
eters) remain within certain bounds and can be used for meaningful
analysis and comparison. Traditional SDL methods are already widely
in use, and the chapter describes methods that allow data custodians
to assess how much to modify the data to achieve sufficient protection
and how much subsequent analyses might be affected.

A relatively new approach to this question is differential privacy, de-
scribed in chapter 6. Differentially private methods provide strong
promises to prevent outside parties from learning whether any indi-
vidual is in the data, regardless of the background information avail-
able to others. In this it differs from traditional methods, which typi-
cally protect against specific, rather than general, methods of breach-
ing privacy. Differentially private methods are being used more and
more for releases of tabular data, for instance by the US Census Bu-
reau (Machanavajjhala et al., 2008), Google (Erlingsson, Pihur and
Korolova, 2014), Apple (Differential Privacy Team, 2017), SafeGraph
(SafeGraph, 2020), but can also be challenging to implement. Chapter
6 provides an overview and details on the advantages and challenges
of implementing differential privacy.

The chapters on data use agreements and institutional review boards
(chapter 3 by Amy O’Hara and chapter 4 by Kathleen Murphy, respec-
tively) broadly fall under legal protections. Legal protections primarily
serve to regulate the use of the data by authorized users.

An important element of legal data protection is the data use agree-
ment (DUA) between the researcher and the data provider, which gov-
erns how the data are used and accessed, and can require researchers
to implement, or be subject to, physical and analytical protections. A
DUA can also stipulate reviews or audits, as well as sanctions in cases
of violations. Conversely, the DUA can specify what data uses are per-
mitted, when the data needs to be provided, and how results can be
published. In this manner, DUAs ensure that the interests of the data
provider, the researcher, and the individuals in the data are preserved.
Chapter 3 describes the process of drafting a DUA and provides a flex-
ible template.
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Lastly, chapter 4 describes the process of US federal regulatory review
of individual research projects for the protection of subjects and specif-
ically the principles and guidelines that institutional review boards
(IRBs) apply in such review. In the US and elsewhere, ethics review
is required for most research with human subjects. From the perspec-
tive of the data provider, a requirement of IRB approval, potentially
built into the DUA, can serve as an opportunity for an external and
unbiased review of the balance between the burdens and benefits of
the research and any risks to which individuals in the data might be
exposed. The IRB can thus help the data provider and the researcher
assess the risk that a data breach or misuse of the data might bring
and oblige the researcher to think through data security and analysis
strategies that help minimize these risks. Conversely, the chapter also
clarifies whose interests or what uses of data an IRB does not protect
and which therefore need to be regulated in other ways if any party of
the administrative data collaboration wishes for such regulation.

1.3.2 Data Protection in Practice: The Five Safes in the
Case Studies

In practice, any solution for creating administrative data access needs
to take into account the unique circumstances of the data and data
provider in question. Factors to consider include

¢ the intended uses of the data and analysis;

* the different interests of all partners;

* idiosyncratic issues, needs, or requirements of the data provider
and the researchers involved,;

* specifics of the location and the legislative and institutional frame-
works; and

* the content and structure of the data.

The general guidance provided in the thematic chapters addresses
these needs only partially; successful solutions employ the available
set of tools in creative ways and combine different protection methods
into a coherent whole. As illustrated in chapter 7, some data providers
may decide to provide a menu of various combinations of SDL,
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physical security, and legal constraints to cover various degrees of
analytical fidelity and feasibility of research projects.

To showcase such solutions, we have selected an array of case studies
that have implemented robust, innovative, and sustainable data access
mechanisms and processes. Table 1.1 gives an overview of all the case
study chapters. We asked the authors to describe their data protection
solutions using the Five Safes framework (Desai, Ritchie and Welpton,
2016) as an organizing principle.> Each of the safes describes one as-
pect in which an access model reduces the risk of unauthorized release
of personal information.

Safe projects describe how the data provider goes about assessing
projects for appropriateness. In order to ensure data protections that
are commensurate with the risk involved, and more generally to ensure
ethical conduct of the research, safe projects may include, for example,
a requirement of ethics (IRB) review but also a policy-focused review
by data provider staff.

Safe people discusses what criteria are used for identifying researchers
who are granted data access. For example, affiliation or training re-
quirements may be a tool to ensure that the user has the necessary
qualifications to draw accurate conclusions from the data or that the
researcher is not subject to a financial conflict of interest. Safe projects
and safe people often interact; for example, when data can be used by
only a select group of people whose intentions and qualifications are
assured, it may not be necessary to review each individual project be-
fore granting access. As an edge case, consider the World Bank (chap-
ter 14 by Arianna Legovini and Maria Ruth Jones), where the research
staff with data access are directly employed by the organization; the
World Bank applies its internal standards of ethical conduct to all staff
but does not require external ethics review.

Safe settings describe the environment in which data access is permit-
ted and shows how physical security is implemented in practice. The

2The Five Safes framework is broadly and internationally used as a guiding prin-
ciple by national statistical agencies (Australian Bureau of Statistics, 2017; Statistics
Canada, 2018) and provinces and individual agencies (see e.g., Province of British
Columbia, BC Ministry of Citizens Services, n.d.). Altman et al. (2015) suggest an
alternative framing.
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Table 1.1: Case studies at a glance

Chapter 7: Institute for Employment Research (RDC-IAB)

Data provider: national government agency

Data access: varies by dataset, includes access to web-based remote submission, secure rooms at IAB
and partnering universities, secure computers at universities.

A clear legal mandate allows RDC-IAB to distribute German labor market data through a sophisticated
network of remote access points housed at national and international research institutions.

Chapter 8: Ohio Longitudinal Data Archive (OLDA)

Data provider: state agencies

Data access: research center at a public university provides data for download to approved users

A long-running and successful administrative data partnership that first emerged in 2007. In the last
five years, 28 published studies have used data accessed through OLDA.

Chapter 9: New Brunswick Institute for Research, Data, and Training (NB-IRDT)

Data provider: provincial government social protection agencies

Data access: research center at a public university provides access to approved users

A relatively new partnership that has seen rapid growth and expansion in the data that it makes
available to researchers, with specific legal mandates for data access and sharing.

Chapter 10: Private Capital Research Institute (PCRI)

Data provider: private firms and publicly available data

Data access: remote access to data stored at a university-affiliated data archive

Meticulous data cleaning work and relationship building in an industry that tends to be secretive, as
well as sophisticated data protection policies, led to the creation of a comprehensive database on
private capital.

Chapter 11: Aurora Health Care

Data provider: private company

Data access: data is directly transferred to the researchers

A proactive researcher team helped a private firm think through data protection and cleaning issues to
enable a randomized control trial that measures sensitive health outcomes.

Chapter 12: Stanford-San Francisco Unified School District (SFUSD) Partnership

Data provider: school district

Data access: research center at a private university provides data for download to affiliated faculty
A well-established and mature partnership with streamlined application and review processes that
hosts comprehensive data on students, teachers, and schools, and supports data access for multiple
projects each year.

Chapter 13: City of Cape Town (CCT)

Data provider: city government

Data access: approved researchers access a server owned by the city government

A new data policy led to a productive cooperation between the City and academic researchers to
create systematic data access.

Chapter 14: Development Impact Evaluation (DIME), World Bank Group

Data provider: variety of public and private partners

Data access: data is transferred directly to DIME

DIME’s group of development economists and analysts apply best practices of research developed over
time in partnerships with many different data providers.

Chapter 15: International Monetary Fund (IMF)

Data provider: variety of international government partners

Data access: data is held by national governments or transferred directly to IMF

As part of its mandate, the IMF helps governments overhaul their tax records and systems and
conduct research on the tax data.

Chapter 16: Government of Indonesia

Data provider: national government agencies

Data access: data is held by the government or transferred directly to researchers

A long-term research partnership with the government enabled multiple nationally representative
experiments to improve the targeting of social programs.
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concrete implementation choices showcased in the case studies com-
plement the overview of the different methods provided in chapter 2
and illustrate the diversity of possible approaches.

For example, in the Ohio Longitudinal Data Archive (OLDA) partner-
ship (chapter 8 by Joshua D. Hawley), data access may occur from the
researcher’s own computer, but the file transfer protocol only admits
identified devices that were previously registered. The Research Data
Center at the Institute for Employment Research (RDC-IAB)—chapter
7—requires that all users access the data through hardware that fulfills
a specific set of client specifications, and until 2018, required a dedi-
cated thin client, a stripped-down device that has no functionalities
other than logging onto the central data server.

How stringent the physical protection measures are may again partly
depend on what groups of people are given access (safe people), but
also on how sensitive the data are (safe data), either for privacy or
intellectual property reasons; for example, only secure rooms or simi-
lar physical access-restricted setups can reliably protect from unautho-
rized parties snapping images of a user screen.

Safe data covers how analytical protection methods, such as those de-
scribed in chapter 5 and chapter 6, are implemented to minimize dis-
closure risk when the data are stored or viewed. These methods protect
from inadvertent disclosure by data provider staff, by researchers ac-
cessing the data, or during data transfer. They may also protect from
unauthorized attempts to identify individuals in the data by users who
were given data access. IRB review is often more straightforward when
personal information is protected in this manner, which provides an in-
centive for researchers to prefer analytical protection methods.

While disclosure protection procedures such as the masking of iden-
tifiers are in principle straightforward, the case study examples often
reveal complexities in the details. As an example, chapter 11 by Laura
Feeney and Amy Finkelstein describes their work with Aurora Health
Care. Aurora implemented a de-identification system in which per-
sonally identifiable information is replaced by an anonymous ID num-
ber before any data were shared. However, as new patients appear in
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the data, the de-identification procedure needs to create new, unique
anonymous numbers for the patients and, moreover, the system must
be able to link different data sets via this unique ID in order to combine
a variety of data sources. At the same time, the procedure must not in-
advertently allow a reconstruction of the underlying information; for
example, the ID number cannot be calculated in a deterministic way
from the person’s date of birth or similar information. In successful
partnerships, privacy expertise contributes not only to solving issues
such as this one but also to identifying challenges before they occur.

Safe outputs are about minimizing the disclosure risk that stems from
the publication of analytical results and other outputs, again by apply-
ing the tools of SDL outlined earlier. The information of individuals
must remain hidden as researchers describe the data or cases in the
data, create tables, or display graphs. Safe outputs can even mean
withholding the name of the data provider in order to protect the re-
search partners or the individuals whose data are used in the research.

Again, safe outputs interact with the other four safes. For example,
where the selected researchers have significant data expertise and their
proposals undergo IRB review, the data provider may rely on the DUA
to stipulate only ex post review of outputs for disclosure risk as de-
scribed in chapters 5 and 6. By contrast, in cases where the user base
is broader, the data provider may choose to permit data analysis only
in-house (i.e., through remote access) and only release publishable re-
sults to the user after performing SDL review, possibly requiring alter-
ations of outputs such as summary tables or regression coefficients.

Implicit in each case study is a global assessment of the risks involved.
These risks are typically not explicitly articulated (except in some in-
stances through the legal framework) but risks guide the data protec-
tion choices made by each data provider. Thus, each case study repre-
sents a particular set of choices guided by the tradeoff between ease of
access on the one hand and the unmitigated risks on the other.

In addition to discussing their particular implementation of the Five
Safes framework, each case study also describes how the data were
made usable, the institutional setup, the specific legal framework for
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data access and data use, sustainability (outreach activities under-
taken, revenue generated or accounted for, and metrics for success),
and aspects of robustness and reproducibility. These round out the
data access mechanism examples and point the reader to a diverse
range of solutions.

The chosen structure allows readers to either engage with individual
chapters, or to focus on specific aspects of administrative data access
across multiple case studies. For instance, the reader may want peruse
specifically the section that describes how safe people are selected in
each chapter.

1.3.3 Institutional Models of Access

As discussed above, in many situations where administrative data
could be analyzed for research and policy purposes, there is an initial
hurdle to overcome in which researchers and data providers face a
range of one-off costs and activities. The structure and requirements of
this process are described in the section on institutional setup in each
chapter. On the data provider side, once an application process has
been created, permissions have been obtained, and a data set cleaned,
additional users could access the data at low additional expense. On
the researcher side, investments may have to be made upfront as well,
from building skills to learning about the data structure to forming
a relationship with a data provider. Afterwards, multiple research
projects may become possible with the same data provider, and skills
are transferable to projects with different data providers.

Relatedly, one data provider might be able to supply many different
data sets or periodically update the same data sets over many time
periods, creating panel data for the same individuals or repeated cross-
sections of representative samples. It is often beneficial for creating
new research and policy insights to link different types of data and
combine, for example, labor market data with education data. The
OLDA provides an example of this (chapter 8).

In all these cases, there are significant economies of scale or scope
when creating administrative data access. Accordingly, many success-
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Access restricted to closed group
of researchers at one institution

® The RDC-IAB provides access to German ® OLDA partners with researchers at

labor market data to researchers at multiple institutions and with a variety of
organizations in multiple countries data providers within the state of Ohio

® The Stanford-SFUSD Partnership links ® DIME works with diverse data globally,
one research institution and one data with a highly specialized internal
provider research team

Figure 1.2: A schematic illustration of the range of possible institutional
arrangements for a data provider, realizing economies of scale
and scope at different levels.

ful data access mechanisms bundle access, for example by managing
multiple users, tapping multiple data sources within an organization,
combining data sets from multiple data providers, or conducting mul-
tiple projects within the same or similar government-researcher part-
nerships.

Our case studies span data from the public and the private sector and
many different data-hosting organizations from governments and in-
ternational institutions to academic research centers. However, not
by coincidence, most of our case studies describe data access mecha-
nisms that in one way or another harness benefits from specialization,
bundling, or scale economies.

Figure 1.2 provides something of a taxonomy in regard to specializa-
tion and scope by placing the different access models of the case studies
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on two axes: the diversity of data or data providers and the diversity
of users. There is the greatest potential for realizing specialization
benefits or economies of scale when all researchers are affiliated with
the same organization or when all data is similar and comes from the
same data provider. The former means for example that user access
protocols or security requirements can be tailored to one specific set
of users, whereas the latter means that they can be customized and
automated for the needs of one data provider, but also that staff will
be able to develop deep expertise regarding the data and its idiosyn-
crasies. Economies of scope are more likely to be realized when many
different users access the same data or when the same team of ex-
perts works with many different types of data sets or data providers,
for example by building transferable expertise or utilizing systems and
infrastructure to capacity.

In one type of model for administrative data access, these benefits are
realized by a center or unit in long-term partnership with an insti-
tutional partner that provides different data sets or the same type of
data over many periods of time. Excellent examples in our case studies
are chapter 12 by Moonhawk Kim, Jim Shen, Laura Wentworth, Norma
Ming, Michelle Reininger, and Eric Bettinger describing the Stanford-
San Francisco Unified School District Partnership or chapter 7 describ-
ing the RDC-IAB. In these settings, relationship-building between the
data intermediary and the data provider and careful design of the legal
and institutional framework ensure that policy interests and research
conducted with the data are closely aligned.

A dedicated data access center can provide additional value by cre-
ating access for data provider staff for policy analysis (or conduct-
ing such analysis) and by maintaining policy engagement after the
research ends. Appropriate data use agreements can encourage re-
searchers to contribute data cleaning, data documentation, or policy
analysis to the center. Since the partnership is close and the data and
its possible uses are well circumscribed, data extraction processes can
typically be streamlined and partially automated, and DUAs can follow
a template, facilitating and speeding up access for the benefit of all
parties. Vibrant administrative research centers can also create a local
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ecosystem of like-minded experts and provide technical training and
attractive prospects for high-caliber researchers and staff.

Many mature systems for research data access are hosted by uni-
versities that collaborate with specific governments. Aside from
the Stanford-SFUSD Partnership and the RDC-IAB, another example
of this in the Handbook is the OLDA. The advantages of hosting the
data at academic institutions are many: they often have an ethics re-
view board (IRB) or can provide support for ethics review, they manage
grants, they can supply space and an existing computing infrastructure,
and can provide channels to other researchers as well as audiences
(conferences, seminars, plenary discussions, events, etc.). Postdoctoral
researchers and graduate and undergraduate students can contribute
their skills to the data work; access to the data for their own research
may provide additional incentives. Universities are often seen as more
independent and less political or partisan than other policy research
organizations such as think tanks. Chapter 8 describes how OLDA’s in-
stitutionalization as a center at Ohio State University facilitated long-
term research projects across legislative cycles and associated changes
in policy priorities.

An alternative model involves locating a data-sharing center within
the data provider as done in by the RDC-IAB (chapter 7) and the City
of Cape Town (chapter 13). This has the advantage of ensuring that
the data provider maintains a high level of oversight and control. It
also can allow a wider user base since academic partnerships often re-
strict access to affiliated researchers. On the other hand, this type of
access mechanism cannot take full advantage of the resources and ca-
pabilities of academic partnerships. Government entities, for example,
may have limited resources and are often prohibited from accepting
grant financing.

In some cases, hybrid models are employed where a university re-
search center embeds staff with the data provider, thus supplying
the staff resources and university access while the data remains under
the control of the data provider. This is an approach that the Abdul
Latif Jameel Poverty Action Lab (J-PAL) has used in the past in a part-
nership with the Government of Tamil Nadu through the IDEA Lab
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in South Asia. Another path, taken by the Private Capital Research
Institute (PCRI, chapter 10 by Josh Lerner, Leslie Jeng, and Therese
Juneau), is to create an entirely separate non-profit organization
with its own governance structures, while only housing the final data
at a university-affiliated data archive. Such an approach may achieve
some of the benefits of university location, such as trust in academic
independence and clear governance, without incurring some of the bu-
reaucratic and overhead expenses associated with universities.

Yet another type of successful data access model does not rely on a data
intermediary but instead makes use of the benefits of specialization by
assembling a team of experts and researchers who interact with a
wide range of potential data providers. Chapter 14 describes how
the Development Impact Monitoring and Evaluation unit (DIME) at
the World Bank conducts research projects with a range of government
and private sector data providers. Chapter 15 by Era Dabla-Norris,
Federico J. Diez, and Romain Duval illustrates how the International
Monetary Fund (IMF) works with many different national governments
streamlining, standardizing, and analyzing tax data.

The DIME and IMF chapters highlight what a specialized researcher
team can do in terms of ensuring high-quality data collection, integra-
tion with experiments, and cutting-edge best practices for data analy-
sis, such as building systems to ensure that individual researchers make
their results reproducible. This model may be particularly interesting
for large policy organizations, such as international multilaterals and
NGOs or similar institutions, but the model can also be attractive for
a small team of academic collaborators or for private companies with
capacity for a research group. Large organizations can take full ad-
vantage of a coordinated team of highly trained researchers who can
build expertise for specific types of administrative data and apply that
expertise in a range of partnerships with different data providers. One
potential downside can be that researchers external to the organiza-
tion have no or only restricted access to the data. DIME was able to
successfully avoid this issue through collaborations between internal
and external researchers, which can serve as an encouraging example
to other organizations who take similar approaches. In this way, exter-
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nal researchers can contribute to the exchange of ideas and increase
the amount of research that can be done beyond the limits imposed by
internal research capacity.

1.3.4 Balancing Interests and Creating Value for All
Partners

An important aspect of setting up administrative data access for re-
search and policy analysis that is successful in the long term is to ensure
that the interests of all stakeholders are served. Stakeholders include
the individuals whose information are contained in the data, but also
the data provider and data intermediaries, the researchers who are
conducting the data analysis, the academic and policy communities,
and the general public.

Protections for personally identifiable information were discussed in
detail earlier. However, data providers often have other reasons besides
privacy to protect the content or provenance of administrative data and
steer the research taking place. Data on the operation of large-scale
policy programs, taxation or spending, and other information are of-
ten sensitive for political, legal, criminal justice, or national security
reasons. Private companies have an interest in protecting their brand
name, maintaining the trust of their customers and clients, and keep-
ing legal rights over valuable data they own or create. Differences in
priorities and interests can even occur within the same data-providing
organization. For example, as the authors of chapter 13 point out,
those charged with storage and governance of the data are often more
conservative in the uses they consider permissible than the branches
of the organization that provide services and whose operations would
benefit from better data analysis.

The case studies describe a variety of ways in which data access mech-
anisms can resolve these tensions. For example, the PCRI (chapter
10) has data use agreements with private companies that keep the
firm’s name anonymous and ensure that any analysis done with the
data is for non-profit, academic research, and the data can never be
directly accessed by users. These reassurances have enabled the PCRI
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to assemble an impressive amount of data from a famously reserved
industry. Chapter 15 explains that the immunity of the IMF greatly
facilitates cooperation with governments and tax authorities, because
the IMF protects data from any access outside the Fund itself, includ-
ing by members of the same country or government that supplied the
data. In the national context, most statistical agencies are required to
protect their data and are exempt from responding to requests by law
enforcement, for example. The United Nations’ Fundamental Princi-
ples of Official Statistics, first adopted in 1994, requires in Principle 6
that “individual data ... be strictly confidential and used exclusively
for statistical purposes” (United Nations, 2014). An external data inter-
mediary and the right legal framework could emulate such guarantees
in other contexts.

Several data intermediaries in the case studies have also established
formal review by the data provider to ensure alignment of any research
projects with policy goals: the OLDA has a multi-stage review process
starting with a one-page proposal and in the Stanford-SFUSD Partner-
ship, the school district conducts what they call ABC review (align-
ments, benefits, and costs). Chapter 8 also mentions that being able
to fall back on a formal review process is helpful when dealing with
unusual data requests, possibly from powerful actors, as it protects all
parties from misuse—of the data as well as of the resources invested
to curate and provide the data.

When instituting a review process, it is important to ensure that the in-
terests of researchers and the public are both protected, meaning that
the independence of the research is guaranteed, in order to maintain
full credibility of research findings. For example, data use agreements
might specify that identifying details of the data provider may be with-
held, but the data provider cannot revoke permission to use the data
ex post. Without this protection, academic freedom is curbed, and re-
searchers may spend time and resources on a project that they later
cannot publish; in the long run, such approaches would likely stifle re-
search use of data and introduce systematic biases in research results.

Public data providers, such as government agencies, are bound to up-
hold the interest of citizens and the public good. In the eyes of a public
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servant, this goal may conflict with costly investments in data analysis
with uncertain benefits. The strongest incentive for undertaking more
formal access to administrative data is therefore often an explicit legal
mandate. Chapter 8 gives a compelling description of the role of fed-
eral funding as a signal of endorsement by the national government,
which spurred action at the state level to make Ohio’s labor data ac-
cessible. Similarly, chapter 7 on the RDC-IAB and chapter 9 by Donna
Curtis Maillet and James Ted McDonald on the NB-IRDT describe the
legal mandate of those institutions to create access to vital administra-
tive data under these institutions’ care. The City of Cape Town (chapter
13) underwent a concerted shift in institutional priorities with a formal
new data policy that put the focus on open access to data.

Lastly, systematized access to administrative data can be designed in
such a way that the data intermediary or the researchers who benefit
from access to the data for their own research agenda give back and
provide value to the data provider in the form of technical expertise,
policy advice, or data analysis. The OLDA, for example, has a sophisti-
cated outreach program with data days and a Workforce Success Mea-
sures dashboard for the public. Researchers could also provide training
and capacity building for the data provider. The City of Cape Town re-
quires researchers to share tools and analysis files with CCT staff.

A last important trade-off concerns the streamlining of access and
the opportunities to combine administrative data with identified
data, for example to conduct experiments. Automated disclosure
avoidance measures make it simpler to protect data, but restrict access
to personally identifiable information. The power of administrative
data for experiments lies in the potential to not just analyze the data
but actively combine the identified data with other sources to conduct
experimental interventions. The earliest established administrative
data centers have focused almost exclusively on making data available
for observational research. This has the advantage that identifiers can
be removed from the data early and, consequently, research use has
typically been low risk for the privacy of those in the data. In many
cases, observational studies allow the data provider to take a relatively
light-touch role in the request and access process. However, observa-
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tional research foregoes the significant potential and advantages of
conducting randomized control trials in which administrative data are
used to assess the effects of certain policies.

This Handbook contains compelling examples of creating systematized,
ongoing capacity to conduct randomized field experiments using ad-
ministrative data. As far as research undertakings go, these are perhaps
the most complex. In particular, close cooperation between the re-
searcher and the data provider is typically necessary. On the one hand,
the research and program delivery teams need to know the identity
of individuals in the study sample in order to link administrative data
with treatment group assignment. This may require more involved
procedures to satisfy legal or ethical mandates for the protection of in-
dividual data. On the other hand, the data provider will often also act
as the program provider. For an experiment, this requires implement-
ing the randomization procedure and adhering to the assignment of
study participants into different treatment groups.

There are currently few experiments that involve large samples and
the systematic use of administrative data. However, chapter 12 on
the Aurora Health Care cooperation shows that a close research
partnership and the right data curation procedures can allow com-
pelling experiments while making only de-identified data accessible
to researchers. Chapter 16 showcases the collaboration of the Gov-
ernment of Indonesia with a team of academic and non-academic
development economists, which has linked large-scale randomized
trials to an ongoing policymaking agenda. The chapter points out
that administrative data can play a role at multiple stages of an
experiment—be it to provide the sampling frame or to monitor the
reach of interventions and provide important program outcome
data. The multi-year collaboration between J-PAL Southeast Asia
and the Government of Indonesia involved both using administrative
records to evaluate interventions and implementing data collection for
experiments as part of a national statistical survey. These chapters give
a glimpse of the possibilities that open when researchers and policy
organizations truly work as partners in using administrative data for
policy analysis.
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1.4 Further Reading

For information beyond the scope of this Handbook, we refer readers to
a number of excellent starting points on a range of topics: the various
challenges of making data available securely (see Reuter and Museux,
2010; Harron et al., 2017; ADRF Network, 2018; Future of Privacy
Forum, 2017); resources on data held by national statistical offices
(NSO) and the initial creation of integrated data systems, including
(in the US) work by Actionable Intelligence for Social Policy (AISP);
and guides for the European context, which include case studies of
national statistical agencies (OECD, 2014; Bujnowska, 2019).

The existing literature also provides high-level guidance on numerous
topics, including the following: methods to transparently select
and authorize access applications at scale and to evaluate whether
researchers are trustworthy (for a new approach, see Levenstein, Tyler
and Davidson Bleckman, 2018); data use agreements that fit within
the broader legal framework (some limited guidance provided by
Kanous and Brock, 2015; Kuchinke et al., 2016; Alter and Gonzalez,
2018); access modalities such as providing a secure computing
infrastructure with local or remote access (Weinberg et al., 2007;
Vilhuber, 2013, 2017); tools to apply statistical disclosure limitation
to the output of analysis conducted using the organization’s data (Liu,
2020; Dupriez and Boyko, 2010; Duncan, Elliot and Salazar-Gonzalez,
2011); complementary data publication mechanisms such as public-
use or scientific-use data (Bujnowska, 2019); and how to publish
information on and access modalities for confidential data (Abowd,
Vilhuber and Block, 2012).

29



CHAPTER 1
References in Chapter 1

Abowd, John M., Bryce E. Stephens, Lars Vilhuber, Fredrik Andersson, Kevin L.
McKinney, Marc Roemer, and Simon Woodcock. 2009. “The LEHD Infrastructure
Files and the Creation of the Quarterly Workforce Indicators.” In Producer Dynamics:
New Evidence from Micro Data. , ed. Timothy Dunne, J. Bradford Jensen and Mark J.
Roberts. University of Chicago Press. https://www.nber.org/chapters/c0485.

Abowd, John M., Lars Vilhuber, and William Block. 2012. ‘A Proposed Solution to
the Archiving and Curation of Confidential Scientific Inputs.” Lecture Notes in Com-
puter Science, 216-225. Berlin, Heidelberg:Springer. https://doi.org/10.1007/978-
3-642-33627-0-17.

ADRF Network. 2018. “ADRF Network Working Group Reports.” https://www.adrf.u
penn.edu/our-work (accessed 2020-10-05).

Alter, George, and Richard Gonzalez. 2018. “Responsible Practices for Data Shar-
ing.” The American psychologist, 73(2): 146-156. https://doi.org/10.1037/amp000
0258.

Altman, Micah, Alexandra Wood, David O’Brien, Salil Vadhan, and Urs Gasser.
2015. “Towards a Modern Approach to Privacy-Aware Government Data Releases.”
Berkeley Technology and Law Journal, 1967. https://doi.org/10.2139/ssrn.2779266.

Angrist, Joshua, Eric Bettinger, and Michael Kremer. 2006. “Long-Term Educational
Consequences of Secondary School Vouchers: Evidence from Administrative Records
in Colombia.” American Economic Review, 96(3): 847-862. https://doi.org/10.125
7/aer.96.3.847.

Australian Bureau of Statistics. 2017. “Managing the risk of disclosure: the Five
Safes Framework.” Report 1160.0. https://www.abs.gov.au/ausstats/abs@.nsf/Late
stproducts/1160.0Main%20Features4Aug%202017 (accessed 2020-09-01).

BC Ministry of Citizens Services. n.d.. “Privacy, Security and the Five Safes Model.”
https://www?2.gov.bc.ca/gov/content/data/about-data-management/data-innovat
ion-program/privacy-security (accessed 2020-09-01).

Bertrand, Marianne, and Adair Morse. 2011. “Information Disclosure, Cognitive
Biases, and Payday Borrowing.” The Journal of Finance, 66(6): 1865-1893. https:
//doi.org/10.1111/j.1540-6261.2011.01698.x.

Bhargava, Saurabh, and Dayanand Manoli. 2015. “Psychological Frictions and the
Incomplete Take-Up of Social Benefits: Evidence from an IRS Field Experiment.”
American Economic Review, 105(11): 3489-3529. https://doi.org/10.1257/aer.2012
1493.

Bujnowska, Aleksandra. 2019. “Access to European Statistical System Microdata.” In
Data-Driven Policy Impact Evaluation: How Access to Microdata is Transforming Policy
Design. , ed. Nuno Crato and Paolo Paruolo, 87-99. Cham:Springer International
Publishing. https://doi.org/10.1007/978-3-319-78461-8_6.

Card, David E., Raj Chetty, Martin S. Feldstein, and Emmanuel Saez. 2011. “Ex-
panding Access to Administrative Data for Research in the United States.” American
Economic Association Report January. https://www.aeaweb.org/content/file?id=13

30


https://www.nber.org/chapters/c0485
https://doi.org/10.1007/978-3-642-33627-0_17
https://doi.org/10.1007/978-3-642-33627-0_17
https://www.adrf.upenn.edu/our-work
https://www.adrf.upenn.edu/our-work
https://doi.org/10.1037/amp0000258
https://doi.org/10.1037/amp0000258
https://doi.org/10.2139/ssrn.2779266
https://doi.org/10.1257/aer.96.3.847
https://doi.org/10.1257/aer.96.3.847
https://www.abs.gov.au/ausstats/abs@.nsf/Latestproducts/1160.0Main%20Features4Aug%202017
https://www.abs.gov.au/ausstats/abs@.nsf/Latestproducts/1160.0Main%20Features4Aug%202017
https://www2.gov.bc.ca/gov/content/data/about-data-management/data-innovation-program/privacy-security
https://www2.gov.bc.ca/gov/content/data/about-data-management/data-innovation-program/privacy-security
https://doi.org/10.1111/j.1540-6261.2011.01698.x
https://doi.org/10.1111/j.1540-6261.2011.01698.x
https://doi.org/10.1257/aer.20121493
https://doi.org/10.1257/aer.20121493
https://doi.org/10.1007/978-3-319-78461-8_6
https://www.aeaweb.org/content/file?id=1319
https://www.aeaweb.org/content/file?id=1319

Using Administrative Data for Research and Evidence-Based Policy

19.

Chetty, Raj. 2012. “Time Trends in the Use of Administrative Data for Empirical Re-
search.” http://www.rajchetty.com/chettyfiles/admin_data_trends.pdf (accessed
2018-07-19).

Desai, Tanvi, Felix Ritchie, and Richard Welpton. 2016. “Five Safes: Designing
data access for research.” https://uwe-repository.worktribe.com/output/914745
(accessed 2020-01-30).

Dhaliwal, Igbal, and Rema Hanna. 2017. “The devil is in the details: The successes
and limitations of bureaucratic reform in India.” Journal of Development Economics,
124: 1-21. https://doi.org/10.1016/j.jdeveco.2016.08.008.

Differential Privacy Team. 2017. “Learning with Privacy at Scale.” Apple Machine
Learning Journal, 1(8). https://machinelearning.apple.com/2017/12/06/learning-
with-privacy-at-scale.html.

Doshi, Jalpa A., Franklin B. Hendrick, Jennifer S. Graff, and Bruce C. Stuart. 2016.
“Data, Data Everywhere, But Access Remains a Big Issue for Researchers: A Review
of Access Policies for Publicly-Funded Patient-level Health Care Data in the United
States.” eGEMs (Generating Evidence & Methods to improve patient outcomes), 4(2): 8.
https://doi.org/10.13063/2327-9214.1204.

Duncan, George T., Mark Elliot, and Juan-José Salazar-Gonzalez. 2011. Statistical
confidentiality: principles and practice. Statistics for Social and Behavioral Sciences,
New York:Springer-Verlag. https://doi.org/10.1111/j.1751-5823.2012.00196_11.x.

Dupriez, Olivier, and Ernie Boyko. 2010. “Dissemination of Microdata Files - Princi-
ples, Procedures and Practices.” The World Bank Working Paper 005. http://ihsn.o
rg/dissemination-of-microdata-files (accessed 2019-11-15).

Einay, Liran, and Jonathan Levin. 2014. “Economics in the age of big data.” Science,
346(6210). https://doi.org/10.1126/science.1243089.

Erlingsson, Ulfar, Vasyl Pihur, and Aleksandra Korolova. 2014. “RAPPOR: Ran-
domized Aggregatable Privacy-Preserving Ordinal Response.” Proceedings of the 2014
ACM SIGSAC Conference on Computer and Communications Security - CCS '14, 1054—
1067. https://doi.org/10.1145/2660267.2660348.

Future of Privacy Forum. 2017. “Understanding Corporate Data Sharing Deci-
sions: Practices, Challenges, and Opportunities for Sharing Corporate Data with
Researchers.” Future of Privacy Forum. https://fpf.org/wp-content/uploads/201
7/11/FPF Data_Sharing Report FINAL.pdf (accessed 2020-10-05).

Gertler, Paul J., and Simone Boyce. 2003. “An Experiment in Incentive-Based Wel-
fare: The Impact of PROGRESA on Health in Mexico.” Royal Economic Society 85.
https://ideas.repec.org/p/ecj/ac2003/85.html (accessed 2020-11-10).

Grigsby, John, Erik Hurst, and Ahu Yildirmaz. 2021. “Aggregate Nominal Wage
Adjustments: New Evidence from Administrative Payroll Data.” American Economic
Review, Forthcoming. https://www.aeaweb.org/articles?id=10.1257/aer.20190318
&&from=f (accessed 2020-11-10).

Groves, Robert. 2011. ““Designed Data” and “Organic Data”.” https://www.census
.gov/newsroom/blogs/director/2011/05/designed-data-and-organic-data.html
(accessed 2020-09-01).

31


https://www.aeaweb.org/content/file?id=1319
https://www.aeaweb.org/content/file?id=1319
http://www.rajchetty.com/chettyfiles/admin_data_trends.pdf
https://uwe-repository.worktribe.com/output/914745
https://doi.org/10.1016/j.jdeveco.2016.08.008
https://machinelearning.apple.com/2017/12/06/learning-with-privacy-at-scale.html
https://machinelearning.apple.com/2017/12/06/learning-with-privacy-at-scale.html
https://doi.org/10.13063/2327-9214.1204
https://doi.org/10.1111/j.1751-5823.2012.00196_11.x
http://ihsn.org/dissemination-of-microdata-files
http://ihsn.org/dissemination-of-microdata-files
https://doi.org/10.1126/science.1243089
https://doi.org/10.1145/2660267.2660348
https://fpf.org/wp-content/uploads/2017/11/FPF_Data_Sharing_Report_FINAL.pdf
https://fpf.org/wp-content/uploads/2017/11/FPF_Data_Sharing_Report_FINAL.pdf
https://ideas.repec.org/p/ecj/ac2003/85.html
https://www.aeaweb.org/articles?id=10.1257/aer.20190318&&from=f
https://www.aeaweb.org/articles?id=10.1257/aer.20190318&&from=f
https://www.census.gov/newsroom/blogs/director/2011/05/designed-data-and-organic-data.html
https://www.census.gov/newsroom/blogs/director/2011/05/designed-data-and-organic-data.html

CHAPTER 1

Groves, Robert M., and George J. Schoeffel. 2018. “Use of Administrative Records
in Evidence-Based Policymaking:.” The ANNALS of the American Academy of Political
and Social Science. https://doi.org/10.1177/0002716218766508.

Hand, David J. 2018. “Statistical challenges of administrative and transaction data.”
Journal of the Royal Statistical Society: Series A (Statistics in Society), 181(3): 555-
605. https://doi.org/https://doi.org/10.1111/rssa.12315.

Harron, Katie, Chris Dibben, James Boyd, Anders Hjern, Mahmoud Azimaee,
Mauricio L Barreto, and Harvey Goldstein. 2017. “Challenges in administrative
data linkage for research.” Big Data & Society, 4(2): 2053951717745678. https:
//doi.org/10.1177/2053951717745678.

Kanous, Alex, and Elaine Brock. 2015. “Contractual Limitations on Data Sharing
Report prepared for ICPSR.” Inter-University Consortium For Political And Social
Research, https://doi.org/10.3886/contractuallimitationsdatasharing.

Kuchinke, Wolfgang, Christian Krauth, René Bergmann, Toéresin Karakoyun,
Astrid Woollard, Irene Schluender, Benjamin Braasch, Martin Eckert, and Chris-
tian Ohmann. 2016. “Legal assessment tool (LAT): an interactive tool to address
privacy and data protection issues for data sharing.” BMC medical informatics and
decision making, 16(1): 81. https://doi.org/10.1186/5s12911-016-0325-0.

Levenstein, Margaret C., Allison R. B. Tyler, and Johanna Davidson Bleckman.
2018. “The Researcher Passport: Improving Data Access and Confidentiality Protec-
tion.” https://hdl.handle.net/2027.42/143808.

Liu, Fang. 2020. “A Statistical Overview on Data Privacy.” arXiv:2007.00765 [cs, stat].
http://arxiv.org/abs/2007.00765 (accessed 2020-08-31).

Machanavajjhala, Ashwin, Daniel Kifer, John M. Abowd, Johannes Gehrke, and
Lars Vilhuber. 2008. “Privacy: theory meets practice on the map.” 277-286. https:
//doi.org/10.1109/ICDE.2008.4497436.

OECD. 2014. “Expert Group for International Collaboration on Microdata Access: Fi-
nal Report.” http://www.oecd.org/sdd/microdata-access-final-report-OECD-2014.
pdf (accessed 2018-10-09).

Reuter, Wolf Heinrich, and Jean-Marc Museux. 2010. “Establishing an Infrastructure
for Remote Access to Microdata at Eurostat.” 249-257. Springer Berlin Heidelberg.
https://doi.org/10.1007/978-3-642-15838-4_22.

SafeGraph. 2020. “Stopping COVID-19 with New Social Distancing Dataset.” https:
//www.safegraph.com/blog/stopping-covid- 19-with-new-social-distancing-dataset
(accessed 2020-11-03).

Statistics Canada. 2018. “Information on Statistics Canada Privacy Framework.” http
s://sencanada.ca/content/sen/committee/421/BANC/Briefs/BANC_SS-1_REF _Stati
sticsCanada_e.pdf (accessed 2020-10-05).

Taubman, Sarah L., Heidi L. Allen, Bill J. Wright, Katherine Baicker, and Amy N.
Finkelstein. 2014. “Medicaid Increases Emergency-Department Use: Evidence from
Oregon’s Health Insurance Experiment.” Science, 343(6168): 263. https://doi.org/
10.1126/science.1246183.

The Times of India. 2020. “Chennai’s waste management to go hi-tech.” https://time
sofindia.indiatimes.com/city/chennai/chennais-waste-management-to-go-hi-tech/

32


https://doi.org/10.1177/0002716218766508
https://doi.org/https://doi.org/10.1111/rssa.12315
https://doi.org/10.1177/2053951717745678
https://doi.org/10.1177/2053951717745678
https://doi.org/10.3886/contractuallimitationsdatasharing
https://doi.org/10.1186/s12911-016-0325-0
https://hdl.handle.net/2027.42/143808
http://arxiv.org/abs/2007.00765
https://doi.org/10.1109/ICDE.2008.4497436
https://doi.org/10.1109/ICDE.2008.4497436
http://www.oecd.org/sdd/microdata-access-final-report-OECD-2014.pdf
http://www.oecd.org/sdd/microdata-access-final-report-OECD-2014.pdf
https://doi.org/10.1007/978-3-642-15838-4_22
https://www.safegraph.com/blog/stopping-covid-19-with-new-social-distancing-dataset
https://www.safegraph.com/blog/stopping-covid-19-with-new-social-distancing-dataset
https://sencanada.ca/content/sen/committee/421/BANC/Briefs/BANC_SS-1_REF_StatisticsCanada_e.pdf
https://sencanada.ca/content/sen/committee/421/BANC/Briefs/BANC_SS-1_REF_StatisticsCanada_e.pdf
https://sencanada.ca/content/sen/committee/421/BANC/Briefs/BANC_SS-1_REF_StatisticsCanada_e.pdf
https://doi.org/10.1126/science.1246183
https://doi.org/10.1126/science.1246183
https://timesofindia.indiatimes.com/city/chennai/chennais-waste-management-to-go-hi-tech/articleshow/78376635.cms
https://timesofindia.indiatimes.com/city/chennai/chennais-waste-management-to-go-hi-tech/articleshow/78376635.cms
https://timesofindia.indiatimes.com/city/chennai/chennais-waste-management-to-go-hi-tech/articleshow/78376635.cms

Using Administrative Data for Research and Evidence-Based Policy

articleshow/78376635.cms (accessed 2020-11-10).

United Nations. 2014. “Fundamental Principles of Official Statistics.” A/RES/68/261.
https://unstats.un.org/unsd/dnss/gp/fundprinciples.aspx (accessed 2020-09-01).
Vilhuber, Lars. 2013. “Methods for Protecting the Confidentiality of Firm-Level Data:
Issues and Solutions.” Labor Dynamics Institute. https://digitalcommons.ilr.cornell.e

du/1di/19.

Vilhuber, Lars. 2017. “Confidentiality Protection and Physical Safeguards.” https:
//hdl.handle.net/1813/46207 (accessed 2018-11-04).

Weinberg, Daniel, John M. Abowd, Sandra Rowland, Philip Steel, and Laura Zay-
atz. 2007. “Access Methods for United States Microdata.” U.S. Census Bureau, Center
for Economic Studies Working Paper 07-25. https://www2.census.gov/ces/wp/200
7/CES-WP-07-25.pdf (accessed 2020-09-21).

33


https://timesofindia.indiatimes.com/city/chennai/chennais-waste-management-to-go-hi-tech/articleshow/78376635.cms
https://timesofindia.indiatimes.com/city/chennai/chennais-waste-management-to-go-hi-tech/articleshow/78376635.cms
https://unstats.un.org/unsd/dnss/gp/fundprinciples.aspx
https://digitalcommons.ilr.cornell.edu/ldi/19
https://digitalcommons.ilr.cornell.edu/ldi/19
https://hdl.handle.net/1813/46207
https://hdl.handle.net/1813/46207
https://www2.census.gov/ces/wp/2007/CES-WP-07-25.pdf
https://www2.census.gov/ces/wp/2007/CES-WP-07-25.pdf




Special Topics






CHAPTER 2

Physically Protecting Sensitive
Data

Jim Shen (J-PAL, Massachusetts Institute of Technology)
Lars Vilhuber (Cornell University)

2.1 Introduction

Within the Five Safes framework, safe settings rely heavily on the
physical environments in which data are stored, processed, transmit-
ted, and accessed, and from which researchers can access computers
that store and process the data. However, it is also the setting that is
most dependent on rapidly evolving technology. In the 1980s, it was
common and considered secure enough to send around floppy disks,
which researchers then inserted into stand-alone desktop computers
in a locked room. Forty years later, network technologies allow for
superior security combined with greater ease of access.

Possibly because technological advances happen faster than legal
frameworks change, data custodians and policymakers may not be
aware of the most current technological possibilities when crafting the
legal and contractual framework for data access. This chapter will
attempt to capture a snapshot of the technologies available and in use
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as of 2020, as well as characterize the technologies along a multi-
dimensional scale, allowing for some comparability across methods.
This is followed by several examples, both from the case studies in this
handbook as well as others that are of particular relevance.

As a caution, by the time that this chapter is being read, the range
of possibilities may yet again have expanded (rarely does it contract).
The difficulty of implementing any given data access mechanism is con-
tingent on the local conditions, skills, and available resources. Due to
the many possible factors that go into a technological choice, it is not
feasible to make a comprehensive set of recommendations for data
providers and researchers. However, this chapter can provide recom-
mendations for a minimum baseline of security features that data ac-
cess mechanisms should include and a framework for evaluating the
tradeoffs between addressing likely threats while maintaining useful
access and minimizing costs.

Readers must note that physical security is only one component of
protecting individuals in data and safely using data for research and
cannot be considered on its own. The various technical measures de-
scribed in this chapter are always implemented within the context of
an overall access mechanism and cannot be evaluated or ranked inde-
pendently. Each case study in this handbook is an example of a global
approach to implementing data access mechanisms, of which the tech-
nology used is one component.

For illustrative purposes, this chapter utilizes a simplified structure in
which data providers, researchers, and possibly third parties are the
actors involved in the process of storing and hosting data and comput-
ers. The introductory chapter and chapter 3 on data use agreements
(DUA) provide a more refined view of the various roles.

2.2 Types of Security Threats

There are a variety of security threats, each with different levels of
likelihood, severity, and considerations, that are unique to the spe-
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cific context of every data sharing agreement and access mechanism.!

Depending on the context, actions taken to address any given threat
may be required, for practical or legal reasons, regardless of the bur-
den on researchers or the cost of implementing the solutions. Data
providers and researchers looking to establish new data access mecha-
nisms should carefully judge the likely threats, including their severity
and the cost-effective ways of addressing them.

The archetypical threat to any computer system is the active, unautho-
rized access by adversarial actors (commonly referred to as hackers).
There are two main mechanisms in which this occurs. Adversarial ac-
tors can exploit technical vulnerabilities in the data access mechanism,
such as improperly secured computer systems and networks. Threat
actors can also utilize social engineering,? which is the use of decep-
tion to manipulate individuals to reveal credentials to unauthorized
users.®> There are many possible incentives for adversarial actors to
compromise data: exploiting specific data (targeted attacks), inflict-
ing financial or reputational harm (targeting organizations), seeking
financial or reputational gain (attacks of opportunity), or attacking for
its own sake (functionally random targeting). One cannot assume that
any particular set of data is not of interest for adversarial actors merely
due to the contents of the data or the organization that holds the data;
many types of stolen electronic data have direct monetary value, and
the attack itself can be the objective when adversaries are motivated
by ideological reasons (Ablon, 2018).

ICichonski et al. (2012) provides definitions, which are adopted here.

2https://csre.nist.gov/glossary/term/social_engineering (accessed 2020-10-10).

%It is called phishing (https://csrc.nist.gov/glossary/term/phishing) when an
e-mail or website is used to deceive an individual.
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One example of a data breach due to adversarial actors exploit-
ing technical vulnerabilities is the Equifax data breach of 2017.¢
Equifax neglected to apply security patches on their servers,
leading to adversarial actors compromising Equifax computer
systems and the private information of over 147 million people.?

“https://epic.org/privacy/data-breach/equifax/, accessed 2020-10-10.
FTC, https://www.ftc.gov/enforcement/cases-proceedings/refunds/equi
fax-data-breach-settlement, accessed 2020-10-10.

. J

A related security threat is an unintentional breach where data are left
unsecured by authorized users. In this scenario, the data are breached
not by any deliberate attempt by adversarial actors to gain access but
by behavior of authorized users that leaves data exposed, such as the
loss of a device that contains or can access data. These breaches can
still lead to adversarial actors acquiring confidential data. Collectively,
deliberate attacks by adversarial actors and unintentional breaches can
both be categorized as unauthorized access.

There are numerous examples of data breaches through the loss
of laptops containing unencrypted data. Whether from employ-
ees of a government agency, such as the Department of Veterans’
Affairs (Bosworth, 2006) or the National Institutes of Health
(Greenemeier, 2008), or staff at universities (Stanford Report,
2008), most of these are probably inadvertent: the laptop stolen
was the target for its resale value, not for the (probably un-
known) value of the data it contained. Not all incidents are due
to loss of electronic media; physical confidential records can also
be lost by theft or accidents (CBC News, 2019).

\. J

The third main category of security threats is internal: authorized users
become bad actors and use the data in unauthorized ways. Unlike
the other two threats, this is a situation where the threat comes from
within the framework of the data access mechanism. This is an in-
herent risk of granting data access to outside users. Users may wish
to conduct analyses that are unauthorized by the data provider, exploit
the data for personal gain unrelated to the analytical use of the data, or

40


https://epic.org/privacy/data-breach/equifax/
https://www.ftc.gov/enforcement/cases-proceedings/refunds/equifax-data-breach-settlement
https://www.ftc.gov/enforcement/cases-proceedings/refunds/equifax-data-breach-settlement

Using Administrative Data for Research and Evidence-Based Policy

suffer lapses in judgement regarding the protection of the data. This
kind of threat is in part addressed through non-technical means, in
particular the choice of safe people and contractual and legal sanc-
tions. However, restrictive data access mechanisms serve to address
this threat as well.

The Facebook-Cambridge Analytica scandal® is an example of
the misuse of data by otherwise authorized users. While the
initial collection and analysis of Facebook user data by devel-
opers was within the bounds of Facebook’s terms of service, a
researcher subsequently provided the data to Cambridge Ana-
lytica in violation of those terms.

2See Confessore (2018) for an overview.

2.3 Technical Features of Data Access Mecha-
nisms

There are a variety of technical tools that can be used to protect against
these security threats and are important for the implementation of se-
cure data access mechanisms. This section provides a non-exhaustive
introduction to a list of important tools, systems, and concepts. These
tools broadly correspond to protecting three components of data ac-
cess mechanisms: the transfer and storage of data, the researcher’s
access to the data, and the secure locations for data access. The chap-
ter then proceeds to describe commonly used data access setups, the
protections they provide, and their advantages and disadvantages.

2.3.1 The Basics

All computer systems should follow the basic computer security mech-
anisms. While this may be standard practice for any centrally managed
computers, many researchers at universities, corporations, and govern-
ment agencies may be self-managing their laptops. At a minimum, all
computers should use a firewall and antivirus software, be encrypted
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with secure passwords, and apply basic computer hygiene, such as not
using USB drives or other devices unless they are owned by the user
(for example, see guidance by Microsoft* and Apple®). When using
storage servers, operating systems need to be kept up-to-date with se-
curity patches. Data providers and researchers looking to implement
new data access mechanisms, or to review existing ones, should con-
sult with their institutions’ IT and security staff.

2.3.2 Storage of Data
Physical Media

Physical media is any device used to store data: hard drives, solid-state
drives, and removable media. Removable media include devices such
as USB drives, DVDs, and external hard drives. Removable media are
typically used in the transfer of data between parties, such as from a
data provider to a researcher. They are often disallowed on secure ac-
cess or analysis systems. On-site storage may be in the form of directly
attached physical media or network drives.

Cloud Service

The use of cloud storage services® can provide storage solutions that

also serve as transfer mechanisms. Mechanisms similar to cloud stor-
age can be implemented by data providers or intermediaries by us-
ing open-source software such as Nextcloud” and is becoming more
common, in particular in combination with cloud computing. Utilizing
cloud storage services may place the data under the control of a third
party, which may be prohibited depending on the data sharing agree-
ment or relevant legal constraints. Files may be encrypted on cloud
storage services.

“https://support.microsoft.com/en-us/help/4092060,/windows-keep-your-compu
ter-secure-at-home (accessed 2020-10-10).

Shttps://support.apple.com/en-ca/guide/mac-help/flvit003/mac (accessed
2020-10-10).

6As of 2020, Amazon Web Services, Box, Dropbox, Google Drive, and Microsoft
OneDrive are all vendors of cloud storage services.

"https://nextcloud.com (accessed 2020-10-10).
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Reliability as a Criterion

Reliability of storage refers both to preventing data loss as well as
maintaining system uptime. The risk of data loss can be mitigated
by using one or more of the following techniques. Multiple disks can
be organized in a redundant array (RAID) such that the failure of any
one (or sometimes multiple) disk(s) does not result in the loss of data.
Robust automated backup strategies tailored to the risk tolerance as
well as any legal or DUA requirements can be used. Backup strategies
involving manual action (plugging in a USB drive in combination with
scheduled backup software) are fallible but may be considered as a last
resort.

When using servers to store data, maximizing system uptime is im-
portant to allow for the uninterrupted use of data for research. Spe-
cialized storage servers allow for maintenance, including hot-swapping
the hard drives, while the server remains available for use. Similarly,
having a USB drive with a current backup available mitigates the down-
time should data be lost.

Online storage services implement all of these techniques as a normal
part of their businesses and may be one way for researchers utilize
reliable data storage if compliant with DUAs. Furthermore, the ability
to retrieve a backup copy or a previously versioned copy need not be
implemented at every point. For instance, it may be sufficient for the
data provider to implement backups for key data files. In case of data
loss, the researcher can simply request a new copy of the file. However,
researchers will still need to be able to back up their own code and
derivative files.

2.3.3 Encryption

Encryption is a cornerstone of information security. Fundamentally,
encryption is a process of encoding information using a process that
prevents other parties from reading it unless they have the encryption
key. Data can be encrypted at rest (when not being used or while stored
on hard drives or USB drives) and in transit (while being transferred
over a network or on physical media such as DVDs or USB drives).
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Even though using encryption may decrease convenience (a password
or a hardware key needs to be used each time decryption occurs),
utilizing encryption for data and devices should be mandated as a
minimum-security feature as part of any data access mechanism. In
almost all cases, there is no added monetary expense for encrypting ex-
isting data and devices; in return there is a substantial increase in pro-
tection against unauthorized access. IT staff, where available, should
be well versed in these techniques. Individual researchers, if receiving
data, should consult with IT staff on how to implement an appropriate
strategy. While utilizing encryption is a basic computer security best
practice, it is of particular relevance for data access mechanisms due
to the many methods of using encryption for storing and transferring
data.

Security in the context of data storage is the prevention of unautho-
rized data access should an adversary gain access to the storage de-
vice. On top of data access controls for users, the storage mechanism
itself needs to be properly configured. Keeping the data fully encrypted
when not in use, known as encryption at rest, provides protection in
the event that an adversary gets access to the storage device. When an
entire hard drive is encrypted and needs to be unlocked before being
used it is called full-disk encryption (FDE), and it can be implemented
with both hardware or software methods.®

FDE occurs once when systems (servers, laptops) are booted up and
can be combined with biometric authentication. Data encryption may
require that a hardware token be present any time data are processed,
but such a hardware token may be embedded in the computer or
attached as a USB device.? File-level encryption can also be employed
when using online storage systems. Operating system-level FDE

8In the case of hardware-based encryption, the disk needs to be decrypted before
the operating system can boot, whereas operating system-based encryption relies on
features of the operating system once it is booted. In practice, the differences from a
user perspective are minimal.

°For instance, Windows BitLocker supports the use of both a trusted platform mod-
ule built into modern computer motherboards as well as a startup key stored on re-
movable media (https://docs.microsoft.com/en-us/windows/security/information-
protection/bitlocker/prepare-your-organization-for-bitlocker- planning-and-policies
#bitlocker-key-protectors accessed 2020-10-10).
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is built into all major operating systems: FileVault!® on MacOS,
BitLocker!! on modern Microsoft Windows operating systems, and
various systems on Linux 0S.!2 If not using FDE, users can encrypt
individual data files (file-level encryption) or virtual disks, both of
which would only be decrypted when in use. Popular software for
file-level encryption, such as GnuPG,'? are free and easy to use and
available for all major operating systems. For virtual encrypted disks,
VeraCrypt!4 can be used.

In settings where cloud services are allowed, it is worthwhile to investi-
gate the encryption practices of the cloud vendor. Many cloud vendors
offer enterprise services that can meet higher standards of security suit-
able for meeting regulatory or legal requirements or can prevent the
service provider from decrypting the data. However, while the cloud
service may encrypt any data stored on its servers, the cloud storage
service may be able (or even legally obligated) to decrypt the data. A
work-around is to use additional file-level encryption before making
the data available on the cloud service, and this may be mandated by
the data sharing agreements.

2.3.4 Transfer of Data

Unless researchers access data at the data providers’ computers and
premises, data needs to be transferred.

Transfer by Physical Media

Physical media intended for data transfers such as USB drives and
DVDs should always be encrypted. USB keys can be purchased with
hardware-based encryption. When using physical media, the decryp-
tion keys (passwords) should always be transmitted separately; this

%https://support.apple.com/en-us/HT204837 (accessed 2020-10-10).

"https://docs.microsoft.com/en-us/windows/security/information- protection/bit
locker/bitlocker-overview (accessed 2020-10-10).

2https://help.ubuntu.com/community/Full_Disk_encryption_Howto_2019, ac-
cessed 2020-10-10.

Bhttps://gnupg.org/index.html (accessed 2020-10-10).

4https://www.veracrypt.fr/en/Home.html (accessed 2020-10-10).
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prevents an unauthorized user who manages to obtain either the de-
cryption key or the physical media from accessing the protected data.

Secure Network Protocols

For data access mechanisms that rely on electronic transfers between
the data custodian and researcher, using an encrypted transfer proto-
col is a minimum-security practice that should be followed at all times.
Some obsolete but commonly used transfer protocols do not use en-
cryption and are therefore vulnerable to data being read in transfer.
Any transfer protocols should be encrypted in transit. There are many
network protocols used for transferring data or establishing secure con-
nections between computers. Data may be transferred peer-to-peer or
may require the use of an intermediary party that sometimes is not
a signatory to the DUA. Secure peer-to-peer transfer can use the SSH
File Transfer Protocol (SFTP) or authenticated transfer via HTTPS (the
same protocol used by banks and most modern websites, which en-
crypts the data sent between the client and the server). Transfer over
virtual private networks is also encrypted, regardless of transfer pro-
tocols, including for shared directory mounts (Windows shares, NFS).
In settings where cloud services are allowed, data transfers are always
encrypted. Encrypted cloud services can fulfill the requirement for a
minimally secure electronic transfer protocol.

Note that while the transfer may be encrypted, both intermediate as
well as final endpoints should use encrypted storage. As with cloud
services, it may be useful to use file-level encryption to ensure that any
intermediate storage locations do not compromise the security of the
transfer mechanism.

2.3.5 Data Access Controls

Data access controls are of particular relevance for systems where mul-
tiple researchers utilize the same computing resources for access to or
analysis of data. Access control regulates what users can view or use
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in a computing environment, preventing unauthorized users from ac-
cessing confidential data. Access controls can be implemented by set-
ting user permissions on directories at the operating system level on a
computer. Another method is to use a virtual machine, which is a com-
pletely isolated computing environment running on a host computer. A
host computer can run multiple virtual machines, with each researcher
or research project having a specific virtual machine. Each virtual ma-
chine is configured to provide access only to a specific (limited) set of
data files as defined by the access permissions of the research team.
In addition, software availability or network access can be customized
on a per-project basis. Containers, popularly known as Docker,!® or
Linux techniques such as chroot!®
degrees of isolation and performance penalties.

, achieve similar goals with varying

2.3.6 Virtual Private Networks

When using virtual private networks (VPNs), an encrypted channel is
established between two computers over public networks. Once set
up, the connection is as secure as though the computers were con-
nected on the same local, private network. The VPN ensures that a
minimum-security level is achieved by all other network connections,
such as shared network drives or remote desktop access, as these all
occur within the same encrypted channel. This is useful for data access
mechanisms that allow researchers to access data from many possible
locations as well as for data transfers. As typically implemented, users
must authenticate themselves with usernames, passwords, and often
a secure token (2FA) to access the VPN. Many universities have VPN
services that allow researchers to access university networks from a re-
mote location. There are VPN configuration settings built into the Win-
dows Server operating system as well as open source options. These
can be useful in instances where a data sharing partnership has to im-
plement a VPN from scratch, such as establishing a VPN service at a
data provider location that is sharing data for the first time.

Shttps://www.docker.com/ (accessed 2020-10-10).
%https://help.ubuntu.com/community/BasicChroot (accessed 2020-10-10).
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2.3.7 IP Address Restrictions

When any network is involved, network access controls may be imple-
mented. One way to ensure that only an authorized system has access
to a remote system is to restrict the IP address of the devices that are
allowed to connect to the server. This can be useful for performing data
transfers as well as for remote access to data. There are two types of
restrictions: blacklisting and whitelisting. Blacklisting blocks known or
potential bad actors but otherwise does not restrict connections to the
server; whitelisting only allows authorized users access to the server
and is the primary use of IP restrictions in an access control mecha-
nism. This is frequently an option built into the software for managing
the server. For example, software used for managing SFTP can re-
strict the IP addresses that it will accept connections from. For data
providers and researchers, this can be restricted to specific devices that
the researcher registers with the data provider as the access computer.
Other more sophisticated network access controls may also be imple-
mented as dictated by any one of the involved parties’ IT security staff.
Restricting the IP address to specific devices can help protect against
both unauthorized users, who would need to gain access to an au-
thorized device, as well as allow for the monitoring of the whitelisted
devices to guard against misuse of the data.

2.3.8 Remote Desktop

Remote desktop software (also referred to as virtual desktop infras-
tructure, VDI) enables users to connect to another computer’s desktop
over a network. This can be used in data access mechanisms when
the researcher does not have direct access to the data and performs
the analysis remotely on a separate computer. Data custodians must
configure the analysis computer to allow for incoming remote desktop
connections, and the access provider must supply the appropriate soft-
ware and network infrastructure to support the remote desktop con-
nections from the access computer. Password and other authentication
requirements help protect against access by unauthorized users. Analy-
sis computers (typically servers) configured for remote desktop access
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typically run Microsoft or Linux operating systems; access to the re-
mote desktop exist on a variety of platforms, including cell phones and
Apple computers. Vendors of such systems include Microsoft,'” Cit-
rix,'® VMware,'® and NoMachine.?® Remote desktop connections are
often channeled through a VPN for additional security.

The use of remote desktop software allows a researcher to use an anal-
ysis computer remotely with the desktop environment of the analysis
computer displayed on the client device (the access computer). The
data custodian retains full physical control over the analysis computer.
This can help prevent the misuse of data by authorized users. The
use of remote desktop software can be valuable in instances where the
data custodian has decided to not allow researchers to hold the data,
in research data centers accessing data stored elsewhere, or when an
access provider is supporting researchers across a wide geographical
area, such as supporting international research on data that cannot
leave the country of origin. The access computers do not need to be
capable of running statistical software or intensive analysis; the analy-
sis will occur on the server that hosts the data and software packages.
At the same time, the analysis computer (hosted by the data provider)
must be capable of supporting multiple, simultaneous researchers run-
ning analysis software. Remote desktops are reliant on active internet
connections. While remote desktops are robust to network disconnects
(users can simply reconnect to the running session and continue where
they left off), the user experience degrades when network connections
are unstable or slow.

2.3.9 Thin Clients

Thin clients are a special case of an access computer running remote
desktop client software. The primary benefit of thin clients is the ex-
tension of hardware control to the researcher’s desktop by the data

https://www.microsoft.com/en-us/p/microsoft-remote-desktop/9wzdncrfj3ps
(accessed 2020-10-10).

8https://www.citrix.com (accessed 2020-10-10).

https://www.vmware.com (accessed 2020-10-10).

https://www.nomachine.com (accessed 2020-10-10).
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provider. Very secure implementations of thin clients can prohibit any
usage beyond displaying information from the server and accepting
mouse and keyboard input from the user. Thin clients typically operate
without local storage, preventing users from saving data to the client.
Thin clients can be secured against unauthorized access with various
login and authentication requirements that may be more stringent than
the controls on researcher’s own system. Thin clients may be housed
within a specific access location or provided directly to the researcher.

Generally, researchers would not procure their own thin clients, as they
have no utility outside of facilitating remote access. Rather, they are
typically provisioned by data custodians or access providers. The man-
agement and infrastructure needed to support thin clients may require
expenses over and above the cost of providing remote desktop services.

However, one of the main advantages of dedicated hardware thin
clients is that they are cheaper and simpler than regular computers.
As of the time of writing, thin clients can cost as little as US$100
for the hardware itself, in contrast with the cheapest entry level
computers, which are several hundred dollars. Thin clients can be
sourced from many manufacturers of enterprise hardware both as
standalone devices for the user to configure as well as full-fledged
hardware and software package solutions configured by the vendor
(the latter costs more than solely procuring the hardware). Thin
clients can be purchased from most business PC vendors, including
Dell?! and HP,?? as well as some custom-produced solutions, such
as the SD-Box?® developed by, and produced for, the Centre d’acces
sécurisé aux données (CASD).24

2https://www.dell.com/en-us/work/shop/wyse-endpoints-and-software/sc/clou
d-client/thin-clients, accessed 2020-12-10

Zhttps://www8.hp.com/us/en/cloud-computing/thin-clients.html (accessed
2020-10-10).

Bhttps://www.casd.eu/en/technologie/sd-box (accessed 2020-10-10).

Z4https://www.casd.eu/en (accessed 2020-10-10).
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2.3.10 Biometric Authentication

> are physical, biological, and sometimes behavioral fea-

Biometrics?
tures unique to individuals. Biometric authentication is the use of
biometric features to verify the identity of individual users based on
stored information about authorized users. One of the most common
biometric technologies in current use is fingerprint scanners for con-
sumer electronics such as laptops and smartphones. Other commonly
used technologies include facial recognition, retinal or iris recognition,
and voice identification. Biometrics can be used to control access to
secured locations as well as to secure individual devices, helping to
prevent unauthorized access. The main components of such an ac-
cess system include the biometric sensor itself, which is connected to a
database that contains the set of validated users, and either the phys-
ical or electronic lockouts for a given system (e.g., entering a room or
logging into a computer), which are controlled by the biometric sensor.

Biometric authentication techniques can serve both as a primary form
of identification as well as a layered two or multiple factor authen-
tication techniques, such as in conjunction with passwords or other
devices. While some devices come with built-in biometric authentica-
tion, such as the aforementioned fingerprint scanners, implementing
additional biometric authentication requires significant resources. In
particular, the initial enrollment of users’ biometrics typically requires
the physical presence of the individuals.

2.3.11 Physical Access Cards

Physical access cards are electronic cards that identify the card bearer
for a physical access control system. An access mechanism for devices
or rooms secured by a card reader validates the user’s card against
a database that has a set of valid cards and subsequently opens the
locks on the system or room. The cards can be outfitted with mag-
netic stripes, barcodes, chips, or other systems for interfacing with the

Bhttps://csre.nist.gov/glossary/term/biometric (accessed 2020-10-10).
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card reader. Physical access cards are commonly used by organiza-
tions, including universities and government agencies, and can have
the advantage of using existing infrastructure to support the creation
of secure access rooms for researchers receiving administrative data.
Unlike with biometric authentication, access cards can be easily lost
or given to others and have a greater potential for misuse. Older sys-
tems may also be vulnerable to cloning attacks in which the magnetic
stripe is copied to an unauthorized card. Protecting the access cards
themselves is primarily a policy and training issue.

2.3.12 Secure Rooms

Rooms that house computing systems (both for storage and for access)
can be secured against unauthorized access. Rooms can be constructed
in ways that prevent unauthorized access and can be outfitted to mon-
itor usage and users. Secure rooms may be required to have fully en-
closed walls that extend from floor to ceiling, have a small number
of possible entryways, and have doors, windows, air vents, and other
possible entryways secured by bars, mesh, or other methods. Doors
and walls may need to satisfy minimum specifications in terms of ma-
terials, construction techniques, and thickness to increase protection
against physical attacks. For instance, reinforced doors and walls offer
increased protection compared to regular home and office construction
materials. Door hinges, access panels, partitions, windows, and other
possible ways of entering the room can be installed from the inside
of the secure room to prevent their removal from the outside. Addi-
tional requirements may extend to physically securing devices within
the room. Computers may be required to have no outside network
connections (air-gapped network) or no network connection at all.
These restrictions are typically only utilized when mandated by data
providers or required by law for the sharing of data. Building secure
rooms is a costly endeavor, as few offices will meet these specifications
without additional construction and hardening. Not all university cam-
puses will have secure rooms, and when they do, there will often only
be one secure room. Thus, access to secure rooms typically entails both
long-distance and local travel, reducing overall accessibility.
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2.4 Typical Access Mechanisms

The above technological methods can be combined in various ways,
yielding an access mechanism. The case studies in this handbook each
implement one or more of these access mechanisms. This section pro-
vides four archetypal examples of data access mechanisms. These are
broad categorizations of how data access mechanisms can be set up
and are not exhaustive of all possibilities.

2.4.1 Remote Execution

Under a remote execution model, a researcher submits a request to
have the analysis executed on the confidential data by the data custo-
dian.?® The researcher does not directly access the data and can only
view output shared by the entity executing the analysis code. Data cus-
todians maintain full control over the data and have the opportunity
to check the researchers’ code prior to execution as well as the output
produced by the code prior to transferring to the researcher.

Remote execution requires that the data custodian maintains a mech-
anism for executing researchers’ code, either through an automated
service or technical staff manually executing the analysis. The remote
execution systems may also conduct disclosure avoidance checks on
the output before sending it back to the researchers. These checks may
also be conducted in automated fashions or manually. In some cases,
data providers prepare test files: data files that have the same variables
and table structures as the real data but contain fictitious values.

The data custodian creates and maintains the systems to facilitate the
transfer of the necessary files through customized web portals or code
upload facilities. While the input code and the output results by def-
inition are non-sensitive files, electronic data transfer mechanisms or
secure network protocols may still be useful tools. In some instances,
cost is recovered by charging researchers.

2Remote execution systems are non-interactive. See Virtual Data Enclave for re-
mote systems in which access is interactive.
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Remote execution gives strong protection against adversarial actors via
the data access mechanism (breaches of a data provider occurring out-
side of the data access mechanism can still occur), though query at-
tacks, in which attackers create overlapping queries or tabulations that
reveal sensitive data, may still be possible (Asghar and Kaafar, 2019).
Researchers have no opportunity to accidentally disclose research data.
Data providers have strong protection against misuse of the data, as
they have the opportunity to vet every analysis code prior to executing
it or transferring the results back to the researcher. The tradeoff for the
data provider is the cost of providing the necessary resources (systems
and staff time) to conduct the analysis.

Remote execution systems may integrate throttles and delays to pre-
vent resource abuse or query attacks. For instance, the number and
runtime of analysis jobs for users may be severely limited or carry an
hourly cost. Researchers need to specify the analysis carefully, and it-
erative or exploratory analysis may be inhibited or reduced. For some
researchers, this may be perceived as an impediment; however, for
researchers working under a preregistration paradigm, the same re-
striction may be neutral or even perceived as an advantage.

2.4.2 Physical Data Enclave

In a physical data enclave model, researchers must enter an access-
controlled location (the data enclave) to analyze the data. The data
provider can act as its own data custodian or appoint a trusted third
party to run the enclave on the data provider’s behalf; enclaves under
the control of the researcher are described under Researcher-Provided
Infrastructure. The data custodian can choose to use on-site storage
and computing at the data enclave or on a remote server that can only
be accessed by thin clients located within the data enclave; in this case
the connection to the remote server typically uses secure network pro-
tocols, virtual private networks, or an encrypted direct connection. The
data custodian typically has staff or automated systems to ensure that
only authorized researchers enter the location, which may be secured
with biometric authentication or physical access cards. Sometimes, the
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access rooms themselves satisfy specific security requirements (secure
rooms). Output vetting may ensure that only safe outputs are removed
from enclaves.

The data custodian has most of the security benefits of remote execu-
tion by maintaining full control over the data in the entire research
process. Because the data remains under the control of the data custo-
dian and secure rooms restrict physical access to approved users, the
data custodian is secured against unauthorized access. Physical data
enclaves remove the potential bottleneck and additional expense of re-
quiring dedicated staff on the part of the data provider to actually run
the analysis on behalf of the researcher.

However, physical data enclaves still impose restrictions on the flexi-
bility of researchers. Instead of waiting for someone to run the remote
execution for them, researchers must schedule visits and travel to a
physical location. Capacity limits may restrict the number of users that
can access the data at the same time. In more basic implementations,
a physical data enclave can be as simple as a locked room that only
authorized users can enter. Meeting more stringent security require-
ments can impose a substantial initial start-up cost on new sites. This
cost is often borne by the researchers’ institution, and is too large for
individual researchers to incur.

2.4.3 Virtual Data Enclave

Avirtual data enclave is conceptually similar to a physical data enclave.
Data custodians still maintain servers that house the data. However,
the requirement to access the data from a secure room is relaxed. Re-
searchers have many choices for access, sometimes unrestricted, and
may be able to utilize their normal office or home to access the data
via remote access. There are two basic approaches to the remote access
mechanism: either using remote desktop software that the researcher
can install on their own computer or dedicated thin clients rented from,
or provided by, the data custodian. As with physical enclaves, the data
custodian typically also requires the use of secure network protocols or
virtual private networks to access the data.
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Virtual data enclaves retain most of the security benefits of physical
data enclaves, except for physical control of the environment from
which researchers access the data. In particular, as with physical data
enclaves, data or output cannot be removed from the secure environ-
ment. While virtual enclaves remain robust against unauthorized re-
lease of the data by keeping data stored in a secured environment and
requiring authenticated access, it is possible for unauthorized individ-
uals to view and potentially interact with the restricted access environ-
ment. For instance, unauthorized users could illicitly view the screen
of an authorized user using the access system (known as shoulder surf-
ing), or authorized users could share credentials with unauthorized
users. Note that legal and contractual requirements may make such
behavior explicitly illegal.

The virtual data enclave model does not require researchers to travel
to specific facilities to perform their research, though some restrictions
may still apply (IP addresses, university offices). While there may still
be incentives to share costs for thin clients, most virtual data enclaves
are affordable for individual researchers.

2.4.4 Researcher-Provided Infrastructure

In some data sharing arrangements, the researcher provides the on-site
storage and analysis infrastructure. The data provider will transmit the
data to the researcher through a secure transfer mechanism (physical
media, over secure network protocols, or a cloud service). Providers
typically require that data be encrypted at various stages of processing.

When the analysis environment is under the physical control of the re-
searcher, the data provider has a significantly reduced ability to mon-
itor usage of the data. More so here than in other models, the data
provider depends on the contractual agreement with the researcher for
preventing the misuse of the data, typically through a DUA specifying
safe settings and the nature of safe outputs.

This process allows researchers more flexibility and rapid turnarounds
on research findings. The overall cost is typically much lower, as the
data provider only has to provide the data and the staff necessary to
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transfer data to the researchers. Separate staff or systems are not
needed to control exit or entry of people and to monitor analysis out-
puts, since this is delegated to the researcher. Data providers may
choose to conduct on-site inspections to verify adherence to contrac-
tual agreements of the safe setting, verify at-rest encryption proto-
cols, or require attestation of post-project destruction of data. Some
providers require that researchers submit their output for approval,
which requires staff time.

2.5 Five Aspects of Data Access Mechanisms

Actual implementations of data access mechanisms have many degrees
of freedom in combining the technical components outlined at the start
of this chapter. The four typical access mechanisms combine these
technical components in specific ways. Each of the case studies in this
handbook is a variation of the four typical access mechanisms. In order
to summarize the salient features of data access mechanisms, each of
the data access mechanisms are categorized in five aspects:

* The level of researcher agency over analysis computers refers to
any technical restrictions on usage of the analysis computers.

* The location of analysis computers and data refers to the physi-
cal location of researcher-accessible computers used to analyze the
data; for simplicity, this context assumes that the analysis comput-
ers are at the same location as the data.

* The location of access computers refers to the physical location of
the computers (endpoints) that researchers use to access the data,
which may be the same or separate from the analysis computers.

* The level of access security refers to the overall physical secu-
rity arrangements for the environment and access computers from
which researchers can access the data.

* The range of analysis methods available to researchers refers to
any restrictions on the types of statistical analysis that researchers
can perform on the data.

For each aspect, a data access mechanism is classified into three cate-
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gories. These are weakly aligned with how restrictive it may be on the
researcher, or conversely, how much control the data provider exerts;
these range from high to low, but the mapping is not always exact.
However, in all cases, there are distinct variants, which are described
in the sections below. For convenience, a simple visualization has been
defined that maps the level of restrictions to colors (with the most
restrictive category of each aspect being the lightest while the least re-
strictive is the darkest), allowing a visual comparison of multiple access
mechanisms.

Note that “control” is deliberately not framed as guaranteeing greater
security. The level of security of any data access mechanism is depen-
dent on a large number of factors of which the technological features
are merely one component. Proper implementation and maintenance
of the technical infrastructure, compliance with restrictions outlined in
the DUA, the training of users and staff, and other factors all contribute
to the actual security of a data access mechanism.

When proposing and negotiating a potential DUA, evaluating the phys-
ical security arrangements along the five aspects outlined can help re-
searchers and their data providers craft robust mechanisms to protect
data when transferring and using data for research.

Each of the five aspects of data access mechanisms have specific inter-
actions with physical security. Such interactions are highlighted fur-
ther in the descriptions of the five aspects and examples provided. In
all cases, relaxing restrictions increases risk with respect to physical
security (safe settings) but can be mitigated by measures in the other
safes of the Five Safes framework discussed in this chapter, allowing
data providers to maintain an acceptable risk-cost-usability trade-off.
The five aspects are not fully independent but neither are they tightly
aligned. Thus, it is possible to combine low restrictions on the location
of analysis computers with any level of agency over their configuration
or have highly restricted access environments combined with a wide
range of restrictions on analysis methods.
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2.5.1 Researcher Agency Over Analysis Computers

One of the key controls leveraged by data providers is the level of
agency that researchers have over the analysis computer. This is typi-
cally implemented through restrictions on operating system configura-
tion and software installation; the effect on researchers is the potential
restrictions on the software that they can utilize.

Data providers may choose to grant researchers only low or medium
agency over analysis computers in order to increase computer and net-
work security and as a mechanism for disclosure control. By restricting
what users can do, such controls can help harden the analysis comput-
ers against direct threats from adversarial actors or researchers unwit-
tingly installing malware on the analysis computers.

In a low agency setting, researchers will be limited to the software
that the data provider chooses to allow and will not have administra-
tive privileges over the analysis computer.?’

A medium agency setting may allow researchers some choice of soft-
ware or limited system configuration. For instance, researchers may be
able to install or request the installation of supplemental packages for
pre-approved software (R, Stata) but may not be able to change system
parameters such as which network to use. Typically, data providers (or
data intermediaries) have direct administrative control of such com-
puters.

In the high researcher agency settings, researchers have few restric-
tions on how the analysis computer can be configured. They may
have administrative privileges to the analysis computer and few, if
any, restrictions on the software that can be installed. The researcher
may own and physically control the analysis computer or may be
granted administrative privileges to a computer that is owned by
the data provider or third party. Data providers may still mandate
technical solutions such as the use of monitoring, operating system
patch management software, or anti-virus software.

?’These restrictions can affect not only the base software itself but also third-party
additions for those software such as third-party packages for Python, R, and Stata.
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Table 2.1: Examples of researcher agency over analysis computers

Researcher Agency Example

Low Agency In the Statistics Canada Real Time Remote Access (RTRA)
system, researchers can only use SAS and cannot directly
view the data with no exceptions allowed.

Medium Agency The Federal Statistical Research Data Centers (FSRDC)
network has a specific set of software on their secure
computing network that is made available to researchers.
Additional software can be requested, which must be
approved by program managers and security analysts.

High Agency In the National Center for Education Statistics (NCES)
restricted-use data license, the researcher must set up a
secure data room in accordance with NCES requirements.
Researchers provide the analysis computer, retaining full
administrative control and the freedom to use any software.

The advantage of low researcher agency is the reduced likelihood of
inadvertent or intentional unauthorized use of data. The cost of low or
medium agency is varied. Restrictions on software may increase train-
ing expenditures for researchers. Restrictions on physical attributes of
the analysis computers may increase the expense of providing more
storage or limit computationally intensive analyses, slowing down re-
search. A low researcher agency agreement shifts most of the burden
of maintaining the analysis computer onto the data provider. Thus the
increased security of low agency is gained through slower research and
higher costs for the data provider.

2.5.2 Location of Analysis Computers and Data

The location of the researcher-accessible data and the analysis com-
puter defines who is considered the data custodian within a data ac-
cess mechanism. Note that this is distinct from agency over the anal-
ysis computer: the analysis computer may be physically located with
researchers, but the researcher may have low agency over that com-
puter. The selected examples also abstract from situations where data
storage and computing capabilities are in separate locations, as these
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situations are rare.?® The party that houses the analysis computers and
data has physical control. As such, they will need to provide the phys-
ical infrastructure and technical staff to store the data and facilitate
access.

The default situation is for the data provider to have custody of the
analysis computer and data, acting as the data custodian. This may oc-
cur when there are specific legal or policy requirements for the data’s
location and security or if the data provider is best positioned to act as
such in terms of technical capabilities. Data providers who have exist-
ing infrastructure that they can repurpose or have access mechanisms
established as part of their existing work may find this option to be
particularly attractive. Furthermore, by acting as their own data cus-
todian, transferring data is not a task that the data provider needs to
consider.

Data providers can choose a third-party data custodian. In general,
third-party data custodians (also called data intermediaries) inter-
act with multiple researchers and may interact with multiple data
providers. Third parties may have better or specific technical expertise,
lower cost structures for the same level of security, and may leverage
economies of scale in security and access mechanisms. Third parties
can be government statistical agencies, acting on behalf of provincial
or administrative government agencies, data centers at universities, or
commercial entities. They may also have expertise in combining data
from multiple sources while protecting the privacy of each source.
For instance, government departments responsible for immigration
and taxes may not be legally allowed to share data with each other,
but they may each be able to transfer the data to a trusted third
party. University-based third parties tend to be more familiar with the
requirements and use cases of researchers, enabling these third parties
to be more responsive to the needs of researchers: an area of expertise
that can be of interest to data providers. For instance, university-based
third parties may have expertise in survey management and data

28All computing platforms, as of the writing of this chapter, require that data be
transferred to the analysis computer’s memory, thus necessarily co-locating data and
analysis.
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archiving or in high-performance computing. Entities without their
own research agendas may be particularly appealing as third parties,
as that removes one of the incentives for the misuse of the data by an
external data custodian.

In some cases, the distinction between these two categories becomes
blurred. A data provider with substantial expertise in making their
own data accessible may offer this expertise to others, thus acting as
third-party data custodian.?’

Finally, individual researchers can act as the data custodian. This is
still quite frequently used, in particular when no previous data access
existed. For the researcher, acting as the data custodian enables more
flexibility for accessing the data without traveling or remote access sys-
tems. Most of the cost of maintaining IT infrastructure and security
fall onto the researcher, subject to other conditions in the overall data
access plan; in addition, researchers assume the risk and liability asso-
ciated with housing data. Security provisions include keeping analysis
computers offline with no external network connections or other pro-
visions. The enforcement of the DUA becomes a key mechanism for
preventing the misuse of the data. Researcher agency over the analysis
computer may also be limited, despite the researcher having physical
control of the analysis computer. For instance, some data providers (of-
ten commercial companies) provide researchers with fully encrypted
and remotely managed laptops. While the laptop and data are located
with the researcher, the researcher has only low agency over the anal-
ysis computer.

In all cases where the data provider relinquishes the data custodial
role, data are transferred. While secure data transfer mechanisms ex-
ist, this is an additional risk within the overall framework; as described
earlier, the cost is typically low to null.

29The United States Federal Statistical Research Data Center (FSRDC) network
makes data from five US government agencies available to approved researchers.
These include the Census Bureau, which created the FSRDC system in the 1980s as a
network to provide access to Census Bureau data only. The FSRDC’s data and analysis
computers continue to be located within the secure computing center of the Census
Bureau itself (U.S. Census Bureau, n.d.b).
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Table 2.2: Examples of analysis computer and data locations

Data Location Example

Data Provider The Institute for Employment Research (RDC-IAB) (on-site
access) house all highly confidential RDC-IAB data on their
own servers, which are accessed remotely by researchers
from various locations.

Third Party The Private Capital Research Institute (PCRI) serves as a
trusted third party for its data providers (private capital
firms) and in turn contracts with a third party (National
Opinion Research Center, NORC) to maintain the analysis
computers and data access mechanism.

Researcher The Aurora Health Care and MIT data exchange has the
data and analysis computer located with the researcher.
Researchers must store the data in accordance with security
requirements outlined in their DUA.

For data providers, transferring control of the data and analysis com-
puters to a third party or directly to researchers might be desirable
when support for many researchers is a burden for the regular busi-
ness of the data provider. By transferring the data to another party, a
data provider may no longer be responsible for the cost of providing
computational infrastructure for data storage and analysis. However,
the data provider may see some additional costs for enforcing access
restrictions, such as needing to conduct site visits once physical cus-
tody of the data has been transferred. Data providers will rely on the
enforcement of DUAs when giving others custody of data.

Location of Access Computers

In many cases, the analysis computer may not be physically accessible
to the researcher. This section therefore distinguishes access comput-
ers and restrictions that might be imposed on them as to their location
and type. As a special case, the access computer can be coinciden-
tal with the analysis computer. Access computers can be located with
the non-researcher data custodian, a third-party access provider, or
the researcher. The location of the access computer is not necessarily
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aligned with the ownership of the access computer. For instance, a
researcher may be assigned a computer that serves as an access com-
puter but which is owned by the data provider. The security of the
access computers is discussed in the next aspect, which is distinct from
the locational aspect.

If the access computer is located with the non-researcher data cus-
todian, which can be the data provider or a third-party custodian, the
researcher must travel to that location.

Data providers can choose a third-party access provider. Note that the
third-party access provider need not be a data custodian. Researchers
may still have to travel to a separate location. The key role played by
third-party access providers is control over physical access to the access
computers. In some cases, third-party access providers may also have
the technical capability to maintain sophisticated network connections
that are beyond the scope of individual researchers, such as VPN setups
with dedicated encrypted endpoints. In other cases, it may simply be
a way for multiple researchers to share the cost of using a mandated

technical solution.3°

Finally, access computers can be located with the researcher. Trivially,
locating the analysis computer with the researcher makes the access
computer co-incidental. However, there are numerous cases where the
access computer is with the researcher while the analysis computer is
not. Examples include any web-based access, most remote execution
systems, and many remote desktop systems: researchers use their own
computers to access the portal while all computation occurs elsewhere.
In almost all cases, locating access computers with researchers allows
them to work from a location of their choice, though in some cases this
may be restricted to a designated university office.

In general, the closer access computers are located to the data provider,
the higher the security arrangements that apply. However, the two
aspects are not perfectly correlated. In particular, access computers
located with researchers can have very different security arrangements.

30The French CASD charges rent for its thin clients, and researchers sometimes lo-
cate such a thin client in a lab for shared access.
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Table 2.3: Examples of access computer locations

Access Location Example

Data Custodian The New Brunswick Institute for Research, Data and
Training (NB-IRDT) is an example of locating access
computers with the data custodian. Researchers wishing to
use data held by NB-IRDT must travel to one of the
NB-IRDT campuses to utilize the access computers. The
access computers, in turn, connect over secure networks to
the central analysis computers.

Third Party The SafePod Network (SPN) in the United Kingdom is an
example of locating access computers with a third-party
access provider. Each individual SafePod, located at
academic institutions, houses an access computer that
provides remote access to the UK Administrative Data
Research Network (University of Bristol, n.d.).

Researcher The RDC-IAB Job Submission Application (JoSuA) system is
a web interface that researchers can use from their own
computers to submit analysis files to the IAB-RDC for
execution on IAB systems.

Security of Access Computers

In addition to the location of access computers, the security of access
to those computers can vary substantially. This aspect encompasses
both the location where the access computer resides and the type of
access computer. Security of access is categorized in three levels: high,
medium, and low security. Data providers and researchers looking to
establish new data access mechanisms should weigh the additional re-
source costs and barriers to research incurred by increasing access loca-
tion security with the additional protections that higher security access
locations provide.

In instances where a party other than the data provider maintains
the access location, data providers typically have the right to approve
the security arrangements, conduct audits, or otherwise directly verify
that the operator is in compliance with the mandated security require-
ments.

A high security access location has strong specifications for physical
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security, requiring the use of a secure room, typically requiring ad-
ditional hardening of the room beyond just access controls, physical
monitoring by video or access location staff, in addition to any elec-
tronic monitoring on the access computer itself. The additional protec-
tions and monitoring guard against unauthorized access as well as the
removal of unauthorized outputs from the access location.

If not already existent at the access location, data custodians or access
providers will require expertise from IT and security specialists to assist
with defining the specifications and implementation of the features of
high security access rooms.

A medium security access location has a defined location with access
restricted to approved researchers. These can be rooms secured with
keycards, biometrics, or a simple lock and key restricted to approved
staff. Such restrictions may be designed to prevent a limited set of
unauthorized access attempts or to inhibit shoulder surfing. Medium
security access rooms may incur additional costs for the location ad-
ministrator, requiring dedicated space and staff to maintain the access
location itself, but may also be as simple as a designated locked room
at a university research institute.

A low security access location has few or no access controls. Sim-
ple restrictions might include broad geo-restrictions (campus-only) or
procedures to follow. Data providers may mandate storing the access
computer in a locked room or the use of IP address restrictions. When
no access restrictions are imposed, researchers are free to use access
computers from any location.

In addition to the locational security described above, the type of
access computer can also range from high security to low security.
Highly secure access computers (which do not contain data) may still
include fully encrypted operating systems, the use of VPNs, remote
desktop software, secure network protocols, and encryption or requir-
ing biometric authentication of the access computer. This can take the
form of dedicated thin clients. Low security access computers are typ-
ically allowed for remote submission or web portal-type access, where
any computer, in any location, is allowed.
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Table 2.4: Examples of access computer security

Access Security Example

High Security The FSRDC network maintains a network of 29 locations
(U.S. Census Bureau n.d.b). While these secure rooms are
located at partner organizations (universities, research
centers, Federal Reserve Banks), the rooms themselves are
under the control of the US Census Bureau and none
contain any data. Each secure room contains multiple thin
clients. Researchers travel (across campus or to a partner
organization) to use the thin clients to access analysis
computers located within the secure computing center of
the Census Bureau (U.S. Census Bureau, n.d.b).

Medium Security Data distributed under the NCES restricted-use data license
must be kept in a locked room with access restricted only to
licensed researchers, and the security arrangements are
subject to random audits by NCES.

Low Security In the Stanford-SFUSD Partnership, data are stored on
secured servers at Stanford. However, researchers can
access the data from anywhere as long as they take
reasonable and appropriate efforts to keep the data secure
from unauthorized access as specified in their DUA.

This section combines the type of access and location into one aspect,
since the ultimate convenience to researchers arises from a combina-
tion of the two security measures. For instance, a data provider might
provide researchers with a dedicated secure laptop, which can only be
used to remotely access the analysis computers and nothing else. While
there may be no location restrictions imposed on the researcher, the se-
cured computer does not hold any data and this may be considered to
be a de-facto medium security solution.

The terms of the remote access will be defined in the DUA between
the researcher and the data provider. The risks of locating the access
computers but not the analysis computers away from the data provider
are smaller. Because access computers contain no data, even if en-
crypted, the risk of inadvertent disclosure (for instance, if stolen) is re-
duced. Remaining risks include shoulder surfing and credential shar-
ing, which can be mitigated by using third parties to control access.
There is substantial convenience for researchers from having the ac-
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cess computer closer to their usual place of work, increasing the speed
of research. The growth of networks of research data centers, where
access is shared amongst many users while data are mostly remote, is
testament to the demand among researchers and the acceptability of
the risk for many data providers.

2.5.3 Range of Analysis Methods Available

The final aspect of data access mechanisms is the set of analysis meth-
ods available to researchers. Analysis methods can be unrestricted,
subject to limited restrictions, or under extensive restrictions. Methods
range from simple tabulations to complex machine learning algorithms
via standard econometric techniques.

These restrictions can be implemented for technical or security reasons
but mainly serve to ensure that researchers cannot misuse the data or
generate unsafe output. This aspect of data access mechanisms is dis-
tinct from the agency that researchers have over the analysis computer
and is closely related to the statistical protection of the data (see chap-
ters 5 and 6), affecting safe data and outputs.

Restricting the analysis methods available to the researcher is primarily
intended to protect the outputs of any analysis, preventing reidentifi-
cation and other misuses of the data. Generally, the goal of restrictions
on methods is to relax or automate output checks. Setting up such sys-
tems requires a high degree of technical sophistication and resources
available to data custodians. Few off-the-shelf implementations of re-
stricting analysis methods are available. While this may be intended as
a physical restriction on safe projects, researchers and data providers
looking to establish new data access mechanisms should be clear on
what restrictions may be placed on analysis methods and plan the re-
search project accordingly.

When analysis methods are unrestricted, researchers can use the full
set of methods available in the software that are provided on the anal-
ysis computer, including any tabulation or regression analysis. Note
that the ability to report on the results obtained via these methods
might still be restricted, depending on what is considered safe output.
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Table 2.5: Examples of range of analysis methods available

Analysis Methods Example

Highly Restricted The Statistics Canada Real Time Remote Access system only
allows users to employ a set of approved SAS commands.
There are further limits on the number of variables and
observations that can be included in analysis.

Limited The RDC-IAB on-site and JoSuA systems broadly allow for
Restrictions most econometric techniques, but certain Stata commands
are censored and unavailable to researchers.

Unrestricted OLDA places no limitations on the methods that researchers
can use. OLDA relies on disclosure review, as mandated in
their DUA, to ensure safe outputs.

Furthermore, the ability to access any method, for instance through
add-on packages distributed through repositories such as the Statisti-
cal Software Components (SSC) archive at Boston College for Stata or
the Comprehensive R Archive Network (CRAN) for R, may depend on
the agency the researcher has over the analysis computer.

When limited restrictions are imposed, some methods might be pre-
vented, even if the software is available, by censoring elements of
those software programs. In particular, the ability to inspect individual
records may be limited.

Analysis methods may be highly restricted. Restrictions can include
limiting the methods available to researchers to a whitelisted set of
commands or, in more extreme examples, limit researchers to the use
of tabulator software that can only provide conditional tables. Most re-
searchers will perceive this to impose strong limitations on their ability
to conduct research as usual, but such methods are sometimes used to
reach a wide range of users while allowing for more relaxed conditions
on the rest of the Five Safes framework.
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2.6 Specific Data Access Mechanisms Along the
Five Aspects

This section evaluates several data access mechanisms along the five
aspects. Some of these have already been referenced for individual
aspects, but the following content provides a comprehensive picture
of all aspects. These include case studies in this handbook as well as
outside examples. They are chosen to provide a spectrum of access
mechanisms, focusing on variability in the five aspects, not represen-
tativeness. Each example provides a “badge” summarizing the five as-
pects visually.

2.6.1 New Brunswick Institute for Research, Data and
Training (NB-IRDT)

The NB-IRDT serves as a third-
party data custodian for the
Province of New Brunswick, Data Location: Third-Party

Canada to make de-identified Access Location: Data Custodian

Researcher Agency: Medium

ersonnel and health data avail-
P Access Security: High Security

able to researchers. The data and

analysis computers are located at —
the central NB-IRDT facility, and

researchers may travel there or to satellite NB-IRDT data centers to
access the data via thin clients in secure rooms from which mobile
devices and outside materials are banned. Thus NB-IRDT serves as a
non-researcher data custodian as well as a third-party access provider
to provincial data with high security. Researchers have medium agency
over the analysis computers: access to common statistical programs is
provided and researchers can request other software packages. The
NB-IRDT allows researchers unrestricted analysis methods, relying on
manual disclosure control to ensure safe outputs.

The NB-IRDT requires over two dozen staff’! located with the data
custodian, including multiple data analysts, system administrators, and

3lhttps://www.unb.ca/nbirdt/about/team.html, accessed 2020-10-10.
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other technical staff to set up and maintain the data access mechanism.
For more information, see chapter 9.

2.6.2 Research Data Center at the Institute for Employ-
ment Research (RDC-IAB)

The RDC-IAB is an entity within the German Federal Employment
Agency, separate from the administrative databases. It thus acts as
an internal third party for the Employment Agency. The RDC-IAB
uses three different access models, each with unique implementation.
Notably, more sensitive data are subject to greater protections while
maintaining usability for researchers.

The most restrictive access

. . Researcher Agency: Medium
method is RDC-IAB on-site ac-

cess, which makes de-identified Data Location: Third-Party
individual data available to Access Location: Third-Party
researchers. The RDC-IAB

. . . Access Security: High Security
maintains the data and analysis

computers.  Researchers have
low agency over the analysis
computers, being restricted to approved statistical software; other
user-provided software is not allowed, and third-party packages for
authorized software must be approved and installed by RDC-IAB
staff. Access computers (thin clients and secure workstations) are

Analysis Methods: Limited Restrictions

located at the RDC-IAB headquarters and guest RDCs at various
trusted institutions around the world, which then act as third-party
access providers. The access locations are subject to high security with
physical monitoring of researchers and room access controls.

The JoSuA remote execution sys- :

o Researcher Agency: Medium
tem allows researchers to utilize
the same microdata, though they D) LOE e T = PRI
cannot view the data directly. Re-
searchers are limited to view-
ing the de-identified output from

their analysis and there are some Analysis Methods: Limited Restrictions
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restrictions on Stata commands.

In return, controls around access computers and locations are relaxed:
Researchers utilize their own computers to use the JoSuA interface,
and there are no restrictions on access locations. The data and anal-
ysis computer remains located with the RDC-IAB, and researchers are
subject to the same limitations on their agency over analysis computers
and available analysis methods.

The RDC-IAB also makes data
products (scientific use files)
available for direct download by
researchers using a secure down-

1 latform, which are further
oad platiorm, ch are furthe Access Security: Medium Security

anonymized variants of the mi-

crodata available in the other _
two access methods. The re-

searcher’s institution acts as the data custodian by hosting the data
and the analysis computer, with the researcher’s institution having high
agency over the analysis computer. The access computers and access
location are also at the researcher’s institution. The RDC-IAB DUA for
downloading the scientific use files requires a medium security access
location. The building and room are required to have some level of ac-
cess control or monitoring against unauthorized access; options range
from receptionists and security guards to admission with simple key
locks. Also note that scientific use data can only be accessed by Euro-

pean research institutions.

The RDC-IAB has a staff of over two dozen people,3? not counting staff
at guest RDCs. Each data center requires at least one staff member,
as well as additional staff to maintain the data products and approve
projects. For more information, see chapter 7.

%2https://www.iab.de/839/section.aspx/Bereichsnummer/17, accessed 2020-10-
10.
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2.6.3 Ohio Longitudinal Data Archive (OLDA)

OLDA is a third-party data
custodian that provides de-
identified, individual-level data
to researchers on behalf of the
state of Ohio. The data are
initially located at OLDA before
ultimately being transferred to
researchers’ analysis computers
via an SFTP server. The researchers have full agency over the analysis

computer, which also serves as the access computer. The computer
must be physically located in the researcher’s university office, and
the IP address must be registered with OLDA. There are no specific
requirements imposed on the researcher’s office (low security).
Researchers have unrestricted analysis methods available to them.

Approximately a dozen full-time staff maintain the data access mecha-
nism. OLDA relies on the statistical protections of the data (safe data),
the security of researchers’ institutions, and disclosure avoidance meth-
ods applied to outputs to keep data protected. For more information,
see chapter 8.

Private Capital Research Institute (PCRI)

The PCRI data access mecha-
nism provides researchers access
to highly sensitive business in-
formation about private capital
firms.  Organizationally, PCRI

Researcher Agency: Medium

Data Location: Third-Party

serves as a third-party data cus-

todian. but in turn uses the Na- Analysis Methods: Limited Restrictions
¢l

tional Opinion Research Center

(NORC) and in some cases the FSRDC system as a third-party loca-

tion for the data and analysis computers. Researchers have low agency

over the analysis computers: users are restricted to the Stata on the
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NORC servers (see FSRDC for restrictions there). Researchers can only
use thin clients that are provided to them by NORC. There are no for-
mal restrictions on the location of the access computers, although re-
searchers are required to use their best efforts to prevent unauthorized
access. PCRI and NORC implement limited restrictions on the analy-
sis methods available within Stata, prohibiting certain commands and
sample sizes.

PCRI itself has three full -time and six part-time staff to make the data
usable for researchers, but relies on the preexisting resources at NORC
for the data access mechanism. For more information, see chapter 10.

2.6.4 Federal Statistical Research Data Centers (FSRDC)

The United States Federal Statis-
tical Research Data Centers (FS-
RDC) network hosts data from Data Location: Data Provider

multiple federal statistical agen- Access Location: Data Custodian

Researcher Agency: Medium

cies partners, serving as third-
P ’ & Access Security: High Security

party data curator and access

provider. The data and analysis _
computers are hosted at the Cen-

sus Bureau’s computer center, which is separate from operational sys-
tems. Researchers have medium agency over these computers; users
are restricted to authorized software but have the ability to request
approval for additional programs. Analysis methods are unrestricted.
Access computers are thin clients located in secure rooms built by, and
located on, the campuses of partner institutions; however, the secure
rooms remain under the control of, and are considered part of, the
Census Bureau. Thus, while the system seems to have third-party ac-
cess providers, it is in fact a model where the Census Bureau acts as its
own access provider (U.S. Census Bureau, n.d.b). Nevertheless, FSRDC
serves as an interesting hybrid model.

As of January 2021, there are 30 FSRDC locations. Each has at least
one full-time staff member, and the entire IT infrastructure is main-
tained by Census Bureau IT staff. Initial startup costs reach hundreds
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of thousands of dollars. Partner institutions cover part of the cost of
maintaining each RDC location (U.S. Census Bureau, n.d.a). For more
information, see U.S. Census Bureau (n.d.a, n.d.b).

2.6.5 Statistics Canada Real Time Remote Access (RTRA)

The RTRA system provides ac-
S Researcher Agency: Low

cess to several Statistics Canada

data sets. The data and analysis Dzita el oe Dei Fiviees

computers remain with Statistics

Canada. Researchers have low

agency over the analysis comput-
ers and are restricted to using
SAS. Access computers are not
restricted: researchers can use any computer to submit jobs. Analysis

Analysis Methods: Highly Restricted

methods are heavily restricted: users are limited to specific commands
within SAS, restricted numbers of procedure calls per day, class vari-
ables, and other controls on the SAS environment (Statistics Canada,
2018).

The RTRA system is maintained by Statistics Canada, a major national
statistical agency. Additional controls include automated controlled
rounding of the outputs (safe outputs) and identification of safe users:
registration and a contract are required for access, and researchers
must be affiliated with a government department, non-profit organi-
zation, or an academic institution. Note that Statistics Canada also
partners with the Canadian Research Data Centre Network to provide
access similar to the FSRDC system but with different data and unre-
stricted analysis methods. For more information, see Statistics Canada
(2018).
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2.6.6 SafePod Network (SPN)

The SafePod Network in the
United Kingdom makes de-
identified administrative data Data Location: Third-Party

from several UK administrative Access Location: Third-Party

Researcher Agency: Low

data providers available for
P Access Security: Medium Security

researchers. A SafePod is a

prefabricated room with a single _
thin client with remote access.

Analysis computers and data are located with the data provider, ac-
cessible through secure VPN connections (University of Bristol, n.d.).
Each data provider decides about the agency level that researchers
have over analysis computers and restrictions on analysis methods.
For instance, at the Office for National Statistics, researchers have
medium agency over the analysis computers and no restrictions on
analysis methods (Office for National Statistics, 2020). The unique
aspect of the SafePod is the security of the access locations. SafePods
are a minimalistic yet robust implementation of a medium security
location (an access-controlled space with CCTV monitoring) that can
exist within low security environments such as university libraries.

SafePods are relatively cheap, requiring only a suitable location to
place a prefabricated room and can use existing staff members to man-
age access to the SafePod. While the SafePod is still a physical location
that requires installation and ongoing staff and maintenance, it is an
example of innovation for more access locations to provide protection
against the various security threats at a lower cost than a traditional
full-scale research data center. For more information, see Office for
National Statistics (2020); University of Bristol (n.d.).
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2.6.7 National Center for Education Statistics (NCES)
Restricted-Use Data License

The NCES, a part of the United
States Department of Education,
allows researchers to apply for a
restricted-use data license for de-
identified, individual-level data

Access Security: Medium Security

on education. Under the terms of

the license, the researchers serve _
as data custodians and receive

the data on an encrypted CD from NCES. Analysis and access com-
puters are co-incidental, located with the researcher, and subject to
certain security configuration requirements for computer and storage
of data Researchers have high agency over the analysis computer and

are not restricted in the choice of analysis methods. NCES mandates a
medium level of security for the access location, requiring that the lo-

cation must be a locked room with access restricted to authorized users
but without additional specifications for security. The security arrange-
ments must be approved by NCES prior to the receipt of restricted-use
data and are subject to unannounced inspections (National Center for
Education Statistics, 2019).

The NCES restricted licenses require minimal resources for the data
access mechanism; using physical media minimizes the technical re-
sources needed to establish and harden a transfer mechanism. Re-
searchers can utilize their existing university resources to set up the
access location. NCES relies on its disclosure review process (safe out-
puts) to protect against misuse. For more information, see National
Center for Education Statistics (2019).

2.6.8 Summary of Examples

Table 2.6 provides a summary of the five asppects of the data access
mechanisms covered in this chapter. Additionally, it includes data ac-
cess mechanisms from case studies in the rest of the Handbook that

77



CHAPTER 2

Table 2.6: Summary of Access Mechanisms Along the Five Aspects

Data Access Researcher Location of Location of Access Range of
Mechanism Agency Over  Data and Access Security Analysis
Analysis Analysis Computer Methods
Computer Computer Available
IAB RDC Medium Third-Party Third-Party High Limited
(chapter 7) Security
IAB JoSuA Medium Third-Party Researcher Low Limited
(chapter 7) Security
IAB SUF High Researcher Researcher Medium Unrestricted
(chapter 7) Security
OLDA High Researcher Researcher Low Unrestricted
(chapter 8) Security
NB-IRDT Medium Third-Party Data High Unrestricted
(chapter 9) Custodian Security
PCRI Medium Third-Party Researcher Low Limited
(chapter 10) Security
Aurora High Researcher Researcher Low Unrestricted
(chapter 11) Security
Stanford- High Researcher Researcher Low Unrestricted
SFUSD Security
(chapter 12)
CCT High Researcher Researcher Low Unrestricted
(chapter 13) Security
DIME High Researcher Researcher Low Unrestricted
(chapter 14) Security
FSRDC Medium Data Data High Unrestricted
Provider Custodian Security
NCES High Researcher Researcher Medium Unrestricted
Security
RTRA Low Data Researcher Low Highly
Provider Security Restricted
SPN Low Third-Party Third-Party Medium Unrestricted
Security

were not covered in this chapter due to having very similar implemen-

tations as those described above. Note some case studies, such as the

International Monetary Fund, utilize a wide range of access mecha-

nisms (varying across different data providers) and are not categorized

in this table.
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2.7 Guidance for Data Providers and Re-
searchers

For data providers with the capacity and resources to implement so-
phisticated technological solutions, several acceptable solutions that
balance high security with relatively broad accessibility and conve-
nience exist. The RDC-IAB on-site access model with international
access, the NB-IRDT as a provincial system, and the national FSRDC
network represent traditional, highly secured, and technically sophis-
ticated methods of provisioning access today. The UK SafePod Net-
work is an endeavor to reduce the technological cost of such a system.
If some restrictions on analysis methods are acceptable, the Statistics
Canada RTRA and the RDC-IAB JoSuA remote-access system can be
accessed from a wider range of locations and with fewer resources re-
quired. While these mechanisms may be costly, they can also have
great benefits as shown in several of this handbook’s case studies. Sim-
ilarly, economists have been able to make tremendous progress on very
challenging questions by using micro-data in Scandinavian countries,
which often includes detailed information on individuals’ educational
records, test scores, employment, and assets and liabilities (Maret-
Ouda et al., 2017; Cesarini et al., 2017).

Data providers with limited experience in security may consider es-
tablishing safe access protocols a daunting task. There are many ex-
amples of relatively simple but effective data access mechanisms with
typically lower costs. Mechanisms such as the NCES restricted-use data
license at the national level, OLDA at the state level, and the Stanford-
SFUSD partnership at the city level leverage greater scrutiny on non-
technological aspects with lower technological requirements and al-
lows the researcher to carry much of the burden of maintaining the
access infrastructure. Protection of data at rest and in transit with the
use of encryption and secure transfer mechanisms are relatively cheap
to accomplish; the threat of adversarial actors can be mitigated with
a small investment in the proper physical resources. Another possi-
bility is to partner with academic researchers. Universities, by and
large, have highly refined data security policies. Many are designed to
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enable research to use, for example, HIPAA-protected data, which is
tightly regulated by US federal law. Hence, data providers may choose
to delegate data protection to academic institutions.

While there is the temptation to always maintain the strongest possi-
ble protections across all aspects, under the right circumstances a data
provider can allow researchers more flexibility in various aspects while
maintaining the overall security of the system. Perhaps the most direct
example of this is the differences between the RDC-IAB on-site access
versus remote access models. The same projects, people, and outputs
are allowed in both models, while additional statistical anonymiza-
tion for the data are made available via the remote access system. As
a result of this change, the IAB can switch from a high security ac-
cess system to no requirements for access security in the remote-access
system. This has the benefit of allowing much broader access to the
data for researchers, with the associated increased utility of the data
and additional potential for researchers generating findings relevant
for policymakers.

The necessary aspects of a data access mechanism and the restrictions
that are placed on the researchers’ access to the data should be consid-
ered in the context of the other parts of the Five Safes framework. The
proper protections of the data with the researcher and the fulfillment
of the other aspects of the Five Safes framework to the data provider’s
satisfaction allows the use of data access mechanisms that provide the
researchers with a high level of flexibility. DIME at the World Bank,
OLDA, the Stanford-SFUSD Partnership, Aurora Health Care and MIT,
and the City of Cape Town and J-PAL partnership are all examples
where the data providers (across a spectrum of high-, medium-, and
low-income countries) directly transfer sensitive, individual-level data
and confidential government data to researchers.

A final related point is that the enforcement of the terms of the DUA
is an important factor in determining the flexibility in the data access
system. More sophisticated DUAs and greater strength of enforcement
enables increased flexibility in the data access mechanism while main-
taining strong protections. This corresponds to a trade-off between the
investment in physical infrastructure and human resources necessary
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for tight control over a data access mechanism versus the investment
in the institutional and legal framework of data access. In the partner-
ships above, the necessary protections in the data access mechanism
are established in large part by the DUA.
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CHAPTER 3

Model Data Use Agreements:
A Practical Guide

Amy O’Hara (Georgetown University)

3.1 Overview

What are data use agreements? Data use agreements (DUA)—also
referred to as data sharing agreements or data use licenses—are docu-
ments that describe what data are being shared, for what purpose, for
how long, and any access restrictions or security protocols that must
be followed by the recipient of the data. Other contracts, such as non-
disclosure agreements, may be used to guarantee confidentiality over
sensitive discussions, information, and data.

This chapter explains how to develop a DUA to access administrative
data for a research project. The chapter documents specific questions
to consider when developing an agreement and points to useful tem-
plates and guides.

There are at least two parties to such agreements: the data provider
and the data requestor. The data provider is responsible for permit-
ting data access on behalf of the collecting agency or data subjects.

Copyright © Amy O’Hara.

Cite as: O’Hara, Amy. “Model Data Use Agreements: A Practical Guide.” In: Cole,
Shawn, Igbal Dhaliwal, Anja Sautmann, and Lars Vilhuber (eds.), Handbook on Using
Administrative Data for Research and Evidence-based Policy. Cambridge, MA: Abdul
Latif Jameel Poverty Action Lab. 2020.
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What if the data provider does not require any formal documen-
tation? The researcher should write a letter describing the data
requested, the planned uses, and a summary of the data man-
agement plan. The letter should clearly state the proposed use
of the data, redistribution of the data, and methods for data re-
tention or destruction at the project’s end. Researcher and data
provider should then sign and date the letter. Alternatively, the
researcher can simply send the letter and obtain a return receipt.

The data provider is bound by law, regulation, or policies that may be
very specific regarding access to direct identifiers (name, date of birth,
social security number) and sensitive information (health conditions,
grades, or test scores). The data requestor is a researcher pursuing
data access for a specific purpose. Researchers at universities must
typically go through a review of the DUA by an Office of Research or
Sponsored Programs or the Office of the General Counsel and possibly
by university information security specialists.

In some circumstances, the data provider may utilize a separate data
custodian or data intermediary to offer data on their behalf, adhering
to all required laws, regulations, and policies. Custodians and interme-
diaries support data access, reducing the burden for data providers by
handling requests, reviews, and provisioning to researchers. Projects
involving multiple information sources will require multiple DUAs, po-
tentially involving a variety of terms and conditions. DUAs may also
become more complex for multi-site research projects when different
teams of researchers will need to access data and collaborate. Interme-
diaries can be particularly useful in these circumstances for facilitating
data access, by coordinating between different data providers and re-
searchers.

Depending on the data provider, other forms of documentation can be
used. Examples include memoranda of understanding (MOU), data
use agreements, and data exchange letters. These have different struc-
tures and levels of detail, but all of these instruments will state the
legal framework for data access, what the requestor may do with the
data (e.g., scope of the study, restrictions on redistribution), security
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controls, and constraints on publishing. The data requestor should al-
ways prepare some form of documentation for data access, even if the
data provider does not require it.

3.1.1 Relating the DUA to the Five Safes Framework

The Five Safes framework used throughout this handbook is an ap-
proach for structuring aspects of data access. The five safes are safe
projects, safe people, safe settings, safe data, and safe outputs.!

Safe projects have governance measures over project scope and sen-
sitivity with review and approval processes that involve institutional
review boards (IRB) or ethics boards. Data providers must determine
who are safe people through policies, screening, and training, and may
require affiliation to an educational or non-profit institution, proof of
research competence (e.g., grants received, curriculum vitae), and cit-
izenship or tenure in the relevant country. Safe settings and data in-
volve the researcher’s interface and work environment, potentially re-
stricting what an analyst can see, what an analyst can do, the analyst’s
computing environment, and the analyst’s physical location (see also
chapter 2). Safe data and outputs protect the privacy of data subjects
by reducing re-identification risks both during access and after publi-
cation. Such protection occurs through statistical disclosure limitation
methods such as rounding, aggregating, and suppression (obscuring
unique observations in tables, figures, or maps) or formal, mathemati-
cal privacy protections (see chapters 5 and 6).

At a high level, a DUA should address all five safes. It should include
intended data uses to define the safe project; terms for data access
and handling for a safe setting; and terms for output publication and
release for safe outputs. DUAs are essential to define acceptable data
uses, linkages, and topics of analysis. Agreements may also detail roles
and responsibilities for the data provider and researchers (defining safe
people) and cover safe data by including a list of data elements and any
reporting or disposition requirements. There are many permutations

!See Desai, Ritchie and Welpton (2016) for more information on the Five Safes
framework including examples for each dimension.
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on such restrictions;? any requirements as well as penalties for failing
to comply with them should be included in the DUA.

Such an agreement strives to protect all parties by specifying the terms
and conditions for data access and use. DUAs are risk mitigation tools,
clarifying expectations between the parties. Data providers are often
reluctant to enter data sharing arrangements, as they may be fearful of
the liabilities resulting from use of the data that could result in harm
to their program, agency, or the data subjects. Through DUAs, data
providers can specify controls on data handling and notification mea-
sures in case of data mismanagement. DUAs also solidify the roles and
responsibilities of researchers and their institutions, clarifying liability
issues in advance.

The following sections describe how to (1) prepare for a data sharing
arrangement, (2) negotiate a sound agreement, and (3) comply with
the signed agreement, based on review of guides and best practices
across multiple domains.> Some of these refer to a researcher negoti-
ating a DUA with a data provider for the first time, but the considera-
tions for this case contain pointers for establishing good processes and
developing templates and examples for subsequent DUAs.

3.1.2 Preparation

Creating DUAs can be time-intensive. In some cases, negotiations fall
apart after months or years of discussions. Advance planning can help
both researchers and data providers achieve sound DUAs. DUAs can be
initiated by the researcher or data provider.# Data providers may have
different or expedited procedures when sharing data with a researcher,
an evaluator, or contractor working on their behalf.

If a data provider has an established data request process, a researcher
must review their terms and requirements, offering additions or edits

2See Goroff, Polonetsky and Tene (2018) for a comprehensive discussion of possible
methods.

3See Appendix B for a set of these guides.

“See Yates et al. (2018) for a checklist from the data provider’s perspective.

88



Using Administrative Data for Research and Evidence-Based Policy

as appropriate. Data providers should be aware of the laws, regula-
tions, and policies permitting use of their data, and, upon receiving a
first request, determine whether data request procedures already ex-
ist in their organization. Data providers (such as government agencies
or private companies) may have Offices of General Counsel that have
preferred templates or formats. Some data providers will be reluctant
or unable to modify their request processes. Data request and access
procedures may not always be publicly available, though some agen-
cies and organizations have data request procedures on their websites,
and this can significantly speed up and simplify the request process.

3.1.3 Understanding the Available Data

Researchers need to be able to identify the correct data source: the
agency or organization who holds the data content needed for their
planned analysis. This may be difficult in settings where data descrip-
tions are not readily available. Can data users determine whether the
data are fit for use? Can they ascertain what data is captured by data
providers, how the data are coded, and whether such capture and cod-
ing are documented consistently across time?

Well-prepared data users will typically do this by reviewing a data de-
scription, a codebook, or a data dictionary. Data providers should con-
sider preparing such materials or working with pilot data users to do
so. A data sample may provide a better understanding of the data
content. If documentation or a sample is unavailable, program rules,
regulations, and forms can be used to provide background.

However, a field on an application or benefits form does not automat-
ically mean the information is cleaned or stored by the agency. Prior
analyses of the same data by other studies or at other sites can provide
helpful information on availability and usability of the underlying data.
Researchers should seek out such studies and providers may want to
keep a record of research conducted with their data to facilitate future
use.
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3.1.4 Understanding the Costs of Obtaining Data

Both parties should consider what is possible, and what is likely, in
terms of the timeframe the agreement will cover. This includes when
data delivery can occur, how data will be extracted from administra-
tive systems, and what expenses might arise during the term of the
data sharing arrangement. Agreements can take up to a year to nego-
tiate from drafting to execution, especially if there is no history of the
two parties exchanging data before. Even organizations with past data
sharing relationships or with established processes may have a queue
of requests, which may create delays. After achieving a signed agree-
ment, researchers should anticipate for the time between approval and
delivery: the processes for fulfilling the request may be intensive. For
example, data providers will need time to document and format the
requested data and additional time may be needed to pull data from
multiple databases or from inactive storage. That process may be espe-
cially lengthy if the request is novel. Data providers may also require
notification or approvals before any output releases or publications.

Many administrative agencies are resource constrained, needing to pri-
oritize program needs over research requests. In this situation, they
may decide to charge fees for data preparation and extraction. Being
transparent about timeframe and cost and making the data use agree-
ment as clear as possible helps set expectations between the parties.

3.1.5 Consideration for the Data Subjects

Researchers should consider potential benefits, costs, and risks for the
data subjects in the planned project and think of how to communicate
the project to the data subjects, including an explanation of why their
data are needed. The researchers should be prepared to explain what
data will be used, whether the data will be linked with other infor-
mation, and who will have access to the data. They should also be
able to explain the project in direct language (free from jargon) for the
subjects or their parents or guardians and provide a finite project time-
line. This is useful for purposes of establishing an informed consent
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Researchers may consider preparing (and data providers may
consider requesting) an engagement matrix that maps project
steps with different forms of external input to build trust with
the data subjects (Future of Privacy Forum and Actionable Intel-
ligence for Social Policy, 2018). Engagement could involve sim-
ply informing subjects about the project, seeking their input, or
active collaboration during the project. Communicating with the
subjects could include interviews, advisory committees, work-
ing groups, town halls, social media discussions, or press re-
leases. Researcher and data provider may also consider a trans-
parency checklist® as part of each project,” to add legitimacy
to the project and its results when completed. A transparency
checklist can accompany publications resulting from the analy-
sis to clarify how the data, code, and other study materials were
handled upon project completion.

%http://www.stat.columbia.edu/~gelman/research/published/checklist.p
df (accessed 2020-12-15).
bSee Aczel et al. (2020) guide and checklist.

procedure as well as the conduct of ethical research when consent is
not required and for communication with the public (e.g., in contexts
where the research informs public policy). The ethical and transpar-
ent conduct of research supports future use of the data and establishes
trust with the public and data subjects.

3.1.6 Investigating the Data Sharing History for Data
Providers and Researchers

Researchers might inquire whether the data needed for the project
have been successfully shared by the data provider before. In rele-
vant cases it can be helpful to build on a copy of the previous data
use agreement, provided by the agency or by researchers who have
accessed data in the past.> For a researcher, requesting data access
with a past protocol in hand is a strong position. When approaching

>Some jurisdictions may require a formal written request or even a Freedom of
Information Act request to share the DUAs.
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an agency with a set process for data sharing, the researcher should re-
view the process and forms and know which office in the organization
approves requests. If requesting an unusual extract or approaching an
agency that has never permitted research access before, researchers
should identify some data sharing examples within their department
or in other localities to review terms and conditions in their agree-
ments. Data providers on the other hand can ask researchers about
past performance information on quantitative research projects. This
could include their history of using administrative data or examples of
their data management plans and approaches when handling sensitive
data. This information can help the data provider determine whether
the researcher has the capacity to protect the data, deliver the results
they have proposed, and whether they have been good partners in the
past (or whether they have been involved with data breaches).

3.1.7 Understanding the Legal Context

It is important to have an understanding of the legal framework that
governs the use of the data. This may involve laws at the national, sub-
national (state, province), and local level. In the case of private data
providers, it may involve notions of copyright and legal responsibil-
ity. If the data provider and the research institution are not located in
the same country, this includes the legal framework in both countries.
If the server hosting the data is based in a third country, additional
requirements may affect the data provider (e.g., the General Data Pro-
tection Regulation (GDPR) in the European Union). The degree of
regulation varies across countries, and data protection laws (and inter-
pretations of them) change frequently. The parties should work with
legal and privacy professionals to identify the legal authority for data
access. This is especially important when requesting individually iden-
tified data, as defining what constitutes personal data varies across
jurisdictions.

Investigating the legal framework helps researchers form realistic ex-
pectations regarding scope and conditions for the DUA. Moreover, it is
important that researchers (or their institutions) are aware of the legal
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setting, so they can ensure compliance with all applicable laws, espe-
cially if the data provider has limited legal experience approving data
sharing and data use by researchers.

3.1.8 Thinking through the Analysis and Publication
Process

Considering the project goals and timeline, the researcher should as-
sess how much time it will take to clean, harmonize, and link data—all
necessary steps before conducting analyses or publishing results. Time
required for each of these steps can depend on the past experiences
of the researcher (or their institution) with a particular type of data.
Researchers should allow ample time to prepare data for use after re-
ceipt, possibly in collaboration with the data provider. The researcher
should also allocate time to prepare findings for release and identify
disclosure avoidance techniques to protect against re-identification of
the data subjects in project outputs. Data providers should be prepared
to review outputs and be familiar with common disclosure avoidance
protocols (see chapter 5).

3.1.9 Taking a Broad Interpretation of Data

Data includes information directly from administrative databases on
program participants or clients, regardless of the extent to which it is
processed, linked, or contains identifiers. But data also refers to meta-
data about the system, files, and content as well as statistical infor-
mation that will be published through the project, such as descriptive
statistics, coefficients, or visualizations. A sound data use agreement
covers all of these. See the concepts of safe data and safe outputs in
section 3.1.1 on relating the DUA to the five safes framework.
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3.2 Negotiating the Data Use Request

With preparations complete, the data provider and researchers can
pursue a DUA for an individual project. The data provider ultimately
decides whether and how access will be granted: a researcher with
clear plans and expectations and a data provider with established and
transparent processes are equipped to engage effectively. This section
includes some pointers and considerations for the pursuit of a DUA by
a researcher, especially in a first-time engagement. From the provider
perspective, many of the points below are about information the re-
searcher needs, and data providers can facilitate the DUA process by
making this information available either publicly or to the individual
researcher. Data providers may also face similar issues if they are re-
questing data from other agencies or organizations.

3.2.1 Getting the Right People Involved

The researcher needs to communicate with the right decision-makers
within the data providing organization about the project and upcoming
request. Note that administrators may support the idea of the project
but may be unaware that their data systems lack necessary data el-
ements to complete the analysis. An administrator might not have
a full view of the complexities of their data systems and structures,
which may make it difficult or impossible to identify or derive the data
needed for the analysis without technical assistance. Similarly, sub-
stantial resources from the data provider may be required to extract
data from multiple systems and, if a longitudinal study is planned,
from active and inactive storage. It is therefore important to consult
the data provider’s technical staff on each request. Researchers will
need to engage their Office of Sponsored Research, IRB, and some-
times Office of General Counsel. When working in a foreign country,
many parties may need translations (even if the researcher does not).
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3.2.2 Asking Questions About the Process

The researcher should discuss with the data provider how the negotia-
tion will proceed before submitting the request. Does the data provider
have an iterative process? Will they counter or iterate on the request?
If one part of the request is denied, will the rest proceed or will the
whole request be returned? Does the data provider require an IRB or
ethics board review and approval from their end, or do they require
that a researcher obtain IRB approval from their institution before re-
questing or accessing data? What is the signature process for all parties
to the agreement? Who are authorized individuals permitted to sign
on behalf of the researcher’s or data provider’s organization? Will the
data provider require background checks on researchers?

3.2.3 Understanding the Reasons Behind a Negative
Response

Data providers say no for many reasons. It is important to understand
what the “no” means in order to determine how best to respond. The
researcher should determine whether the response is stemming from a
legal, policy, or cultural barrier.

Organizations without existing systems for data sharing may turn
down a request because they lack clear internal roles and responsi-
bilities or resources to administer the agreement development, data
exchange, and relationship monitoring. Obtaining funding or external
resources can help to support the process.

A request denial may also come from a key decision-maker who
may feel that the risks of data sharing overwhelm potential benefits.
They may have concerns about unauthorized uses, breaches, negative
publicity, or privacy concerns raised by their legislatures or clients.
Decision-makers may be afraid that problems will be discovered in the
data or have trepidation about what the results of the study will show.
Such concerns are described in “Why Data Providers Say No...and
Why they Should Say Yes” (National Neighborhood Indicators Part-
nership, 2018). The engagement matrix and transparency check list,
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described in the breakout box on communication tools for engaging
subjects and the public, can help in this area.

If data are inaccessible due to a legal barrier, the researcher should find
the section of the statute or code that prohibits access and determine
whether access would be permitted in the case that the researcher were
under contract with the agency or producing an output for that agency.
In instances where access would have been permitted, the parties may
consider discussing a mutually beneficial contractor relationship be-
tween the researcher and data provider. Otherwise, the researcher
may determine whether a separate legal interpretation of the statute
or regulation would be appropriate or whether the law effectively pro-
hibits access. Even when there are not legal barriers, there may be
policy barriers. This happens when a written policy prevents access.
The parties should investigate whether a waiver or a policy change are
feasible.

When there is no law or written policy blocking access, there still
may be cultural barriers. Data providers (or individuals at the data
provider) may reject a request because such sharing has never taken
place before or was done only in special circumstances. They may also
lack the resources to entertain the request: they may have already
shared the data with another research team or their own in-house
experts are looking into the same or related research topic. The re-
searcher can try to identify why the agency is reluctant and explore the
risks that data sharing poses to them. They can discuss with the data
provider how controls over the mode of access, users, uses, and out-
puts may mitigate these risks and how the project can produce benefits
for the provider. Negotiating parties can refer to the various sections
in this handbook for examples on successful data use agreements, as
well as the technical possibilities (see chapters 2 and 5), which might
allay fears and uncertainties.

3.2.4 Trying to Find Mutual Interests

It is helpful to think through the interests of the organization as well
as the interests of individual decision-makers, such as the program
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manager, agency leader, chief information security officer, and so on.°

Consider what the agency needs to do: improve program administra-
tion, increase efficiency, reduce costs, and help program participants.
What can the research team produce for the data provider? This could
be clean data, documentation, code, a report, or a dashboard. Re-
searchers should ask what the data provider’s unanswered questions
and needs are.

3.2.5 Drafting the Request

Does the agency have a posted process, pre-specified forms, or a tem-
plate? If none exists, the researcher should try to get an example of
a successful request and be attentive to detail in formulating a new
request. Be sure to include processes and requirements of the data
provider, such as review requirements.

Guides that provide templates are available from various domains. Ap-
pendix A to this chapter provides one template. Other examples are
listed below:

* “Data Sharing: Creating Agreements” (Jarquin, 2012) from the
Colorado Clinical and Translational Sciences Institute includes spe-
cific questions to help determine which sections should be included
in a DUA from a clinical health perspective.

* Legal Issues for IDS Use: Finding a Way Forward (Petrila et al., 2017)
is an expert panel report informing state and local governments
that want to integrate data. This report explains why politics and
relationships matter and walks through the legal considerations for
preparing a MOU or Data Use License. The document includes
links to a sample agreement made with two states and one county
as well as a data license template from a federal agency for health
and human services data.

* “Guidelines for Developing Data Sharing Agreements to Use State
Administrative Data for Early Care and Education Research” (Shaw,
Lin and Maxwell, 2018) includes examples with early childhood

®See Coburn, Penuel and Geil (2013) for a discussion of maintaining mutualism in
a research partnership.
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research from two states, along with links to checklists and toolKits.
This research brief also includes “advice from researchers” sections
throughout.

3.2.6 Signing the Agreement

Complications can arise during the signature process for agreements.
Late edit insertions may require further rounds of review. When the
document is signed by all parties (i.e., fully executed), both sides must
monitor staffing changes in their organizations to keep the signatories
current. Most agreements describe how changes to the executed agree-
ment may be requested (e.g., in writing to the signatory, within fifteen
days of a new appointment). If the researcher changes institutions,
they must discuss the DUA update process with the original institu-
tion, new institution, and data provider so expectations are clear. Both
the original signatory and the researcher should determine whether
the original DUA will be terminated once a new DUA with the gain-
ing institution is signed. The researcher must follow data management
and security protocols if data transfer to their gaining institution is re-
quired, checking with institutional information security specialists if
terms of transfer were not explicit in the original DUA.

3.3 Compliance

Once the agreement is signed, the work is not done. The researcher
should develop a plan to ensure compliance with the terms in the
agreement and implement measures to demonstrate compliance per
DUA requirements. Monitoring data processing controls, lists of ap-
proved users, updates to storage locations, upcoming releases, and re-
view of publications requires coordination across the research team.
Even if the data provider is not tracking these things, the researcher
should.

The researcher should review the agreement terms regularly to be sure
the necessary data are accessible and the project is on track for comple-
tion within the stated scope and timeline. If the researcher discovers
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a need for additional data elements, an extension, or broader scope,
they need to pursue a modification to the agreement. Since such mod-
ifications are common, the data provider may consider developing a
template.

When using the data, the researcher should remember that this is a
contractual arrangement and an opportunity to build trust between
the parties. Working collaboratively with the data provider to under-
stand the data will help build this relationship. Administrative data
were not originally collected for research use, so researchers should
ask questions if the data do not look as expected. Seeking clarification
or correction can avoid misuse of the data and keep the data provider
involved.

3.4 Summary

No matter the size of the project or the volume of data needed, all par-
ties should invest the time in preparing a sound data use agreement.
Agreements enable safe projects. The topics covered in this chapter
have been put in to practice through all the case studies in this vol-
ume. The process is well described in chapter 12 on the Stanford-San
Francisco Unified School District Partnership. Appendix A provides a
sample text for consideration when writing DUAs, and Appendix B lists
additional toolkits and guides on the DUA process.
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Appendix

Appendix A
Sample Text for Agreement Components

Often, simply establishing that a proposed agreement covers all the
important components can be a major impediment. To assist with this,
below is a list of agreement sections with example language sourced
from a range of successful data use agreements; this is offered as a
starting point, not legal advice.

Title
Data Use Agreement for [Data/System] Access between Party 1 and
Party 2

Parties and Purpose

This Agreement is between Party 1 [Office, Agency, Department, In-
stitution] and Party 2 [Office, Agency, Department, Institution]. Party
1 and Party 2 are entering into an Agreement that will allow the ex-
change of data and clarification of data access and use. Party 1 will
provide data collected to Party 2 for the purposes of [specify].

Authority

Party 1 is a(n) [specify] organization whose mission is [specify]. The
authority for Party 1 to enter into this Agreement is [xxx]. This author-
ity permits the release of [data] to [specify]. The [law/code] permits
disclosure of [data] for [specify] functions. Party 2 is an [specify] or-
ganization whose mission is [specify].

Terms and Conditions
Description of planned data use by Party 2, consistent with Purpose
above.

* Treatment of data anomalies, including technical assistance from
Party 1 and redelivery as needed

» Terms for data storage, treatment of original data, handling of Per-
sonally Identifiable Information, and data linkage protocols
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* Conditions for storing modified data (including integrated, re-
coded, de-identified, and derived data) during and after the
project

* Terms for storage of researcher generated files (including reten-
tion/archiving, e.g., To the extent permitted by law, the original
data received from Party 1 will be retained by Party 2 for [specify
period].)

Data Elements

The following data will be provided under this Agreement: [Specify list
of data elements from named programs/systems, noting which time
periods, populations, and/or geographies are sought.]

Approved Research Uses
[Describe project objectives, intended data use, expected linkages.]

Roles & Responsibilities

Party 1 agrees

To transfer to Party 2 via [specify, e.g., secure File Transfer Protocol or
appropriately encrypted disk], data from [specify] for the years [spec-
ify], as described in [Data Elements]. The delivery of [specify] data
will occur before [specify]. To disclose data only for the authorized
uses in [Terms and Conditions]. To comply with all applicable federal
and state laws and regulations relating to the use and disclosure, the
safeguarding, confidentiality, and maintenance of the data. To provide
adequate documentation and support of transferred files for Party 2
to be able to interpret the data for the uses permitted in this Agree-
ment, including definitions of variables/data dictionary, a record lay-
out, record count, and record length. To allow Party 2 to link with
[specify] data to complete their analysis. To allow Party 2 to use the
data at the Processing Sites listed in this Agreement for the projects
listed in [Approved Research Uses] in this Agreement.

Party 2 agrees

To access, hold, use, and disclose data only for the authorized uses
in [Terms and Conditions]. To comply with all applicable federal and
state laws and regulations relating to the use and disclosure, the safe-
guarding, confidentiality, and maintenance of the data. To ensure that
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all data users comply with the requirements of this Agreement. To
immediately report within [specify] any use or disclosure of Protected
Data other than as expressly allowed by this Agreement. Notice shall
be given to the contact [specify]. Any changes in planned use of the
data must be submitted to Party 1 in writing and receive written ap-
proval.

Duration, Amendments, and Modifications

This Agreement is effective on the date it is signed by both parties.
The Agreement shall terminate [specify number of months/years] fol-
lowing the date on which it becomes effective. If, at the end of [same
number of months/years above], the parties wish to continue the rela-
tionship, they must execute a new Agreement.

The parties shall review this Agreement at least once every [specify]
or whenever a [State/Federal/Local] statute is enacted that materially
affects the substance of the Agreement, in order to determine whether
it should be revised, renewed or canceled.

Notwithstanding all other provisions of this Agreement, the Parties
agree that

a. This Agreement may be amended at any time by written mutual
consent of both parties and

b. Either party may terminate this Agreement upon thirty (30) days
written notice to the other party.

Termination

Either party may terminate this Agreement for any reason on [specify
number of days] business days’ notice to the other party. Each party
may terminate this Agreement with immediate effect by delivering no-
tice of the termination to the other party, if the other party fails to
perform, has made or makes any inaccuracy in, or otherwise mate-
rially breaches, any of its obligations, covenants, or representations,
and the failure, inaccuracy, or breach continues for a period of [specify
number of days] business days’ after the injured party delivers notice
to the breaching party reasonably detailing the breach.

Ownership of Developed Intellectual Property
If either party develops any new Intellectual Property in connection
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with this Agreement, the parties shall enter into a separate definitive
Agreement regarding the ownership of that new Intellectual Property.

Resolution of Disagreements

Should disagreement arise on the interpretation of the provisions of
this Agreement, or its amendments and/or revisions, that cannot be
resolved at the operating level, the area(s) of disagreement shall be
stated in writing by each party and presented to the other party for
consideration. If agreement on interpretation is not reached within
thirty (30) days, the parties shall forward the written presentation of
the disagreement to respective higher officials for appropriate resolu-
tion.

Confidentiality and Non-Disclosure

Party 2 shall use appropriate safeguards to protect the data from mis-
use and unauthorized access or disclosure, including maintaining ad-
equate physical controls and password protections for any server or
system on which the data is stored, ensuring that data is not stored
on any mobile device (for example, a laptop or smartphone) or trans-
mitted electronically unless encrypted, and taking any other measures
reasonably necessary to prevent any use or disclosure of the data other
than as allowed under this Agreement. Party 2 shall ensure that any
agents, including subcontractors, to whom it provides the data agree to
the same restrictions and conditions listed in this Agreement. Party 2
will not attempt to identify any person whose information is contained
in any data or attempt to contact those persons.

IT Security

[Specify Statutes or Acts] protect the confidentiality of the data. Party
2 will comply with all laws applicable to the privacy or security of data
received pursuant to this Agreement.

Publication/Disclosure Rules

Party 2 will ensure that any study, report, publication, or other disclo-
sure of data provided under this Agreement is limited to the reporting
of aggregate data and will not contain any information identifiable to a
private person or entity. Aggregate data for purposes of this Agreement
will mean datasets consisting of no fewer than [specify cell restrictions
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or alternative disclosure limitation methods]. [Include citation and/or
disclaimer language if desired.]

The dissemination and use of publicly released reports, articles, and
other products derived in whole or in part from the data will not be
discontinued due to the expiration or termination of this Agreement.
Furthermore, the use of data linked to other data as part of the projects
described in Attachment B will not be discontinued due to expiration
or termination of this Agreement.

Party 2 agrees to provide Party 1 with an advance copy of any publica-
tion resulting from the data use not less than [specify number of days]
prior to the submission or disclosure of the publication, to permit Party
1 to reasonably comment, update, or otherwise propose modifications
or edits to the draft publication and to ensure there is no disclosure of
confidential data. If Party 1 does not respond to Party 2’s submission
of materials for its review for [specify period], Party 2 may proceed to
publish or present these materials.

Limitations on Liability

In no event shall either party be liable to the other party under this
Agreement or to any third party for special, consequential, incidental,
punitive, or indirect damages, irrespective of whether such claims for
damages are founded in contract, tort, warranty, operation of law, or
otherwise or whether claims for such liability arise out of the perfor-
mance or non-performance by such party hereunder.

Monitoring and Breach Notification

In the event of an actual or suspected security breach involving its
information system(s), Party 2 will immediately notify Party 1 of the
breach or suspected breach and will comply with all applicable breach
notification laws. The parties agree to cooperate in any breach inves-
tigation and remedy of any such breach, including, without limitation,
complying with any law concerning unauthorized access or disclosure.

Remedies in Event of Breach

The parties recognize that irreparable harm may result in the event of
a breach of this Agreement. In the event of such a breach, the non-
breaching party may be entitled to enjoin and restrain the other from
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any continued violation. This section shall survive termination of the
Agreement. In the event that a breach is identified and it is determined
by the non-breaching party that (a) individual or public notification is
required and (b) that the requirement for notification is substantially
caused by the other party, the party responsible for the breach shall
be liable for the reasonable costs incurred by the other party to meet
all federal and state legal and regulatory disclosure and notification
requirements, including, but not limited to, costs for investigation, at-
torneys’ fees, risk analysis, and any required individual or public noti-
fication, fines, and mitigation activities.

Signatures
Party 1 Name, Title, Date
Party 2 Name, Title, Date

Additional sections, as appropriate

Contacts

Party 1’s designated contact concerning this Agreement is Name, Title,
Address, Phone, Email. Party 2’s designated contact concerning this
Agreement is Name, Title, Address, Phone, Email.

User Training

Party 2 will annually sign an acknowledgment that all individuals au-
thorized to have access to disclosed data have been instructed, as
specified by Party 1 in [specify], with regard to the confidential na-
ture of the data, and that each authorized individual has taken Party
1’s [specify training]. Party 2 will take all necessary steps to ensure
that the individuals who have access to data comply with the limita-
tions on data use, access, disclosure, privacy, and security set forth
in this Agreement. Such steps will include, but not be limited to, re-
quiring each individual with access to data to acknowledge in writing
that he/she understands and will comply with such limitations [specify
Non-Disclosure Agreement terms, as applicable].

Public Information
To promote organizational transparency, and in support of data dis-
covery for current and future researchers, Party 2 may publish non-
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sensitive data documentation to public-facing websites. This docu-
mentation may include a project abstract, description, or summary of
results.

Use of Name
Neither party will use the other party’s name, logos, trademarks, or
other marks without that party’s written consent.

Community Stakeholders

The parties agree to engage community stakeholders in the course of
this research project. No confidential data will be released or discussed
with third parties, but the parties may agree to disclose de-identified
aggregate reports to support their initiatives and engage community
stakeholders.

Costs

This project shall not result in the transfer of funds from one party to
another. Party 1 agrees to provide technical assistance to Party 2 to de-
velop and deliver the initial data extract. If the parties determine that
additional staff or supports are necessary at any stage of this research
project, Party 2 agrees to seek funding to support those needs.
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Appendix B
Toolkits and Guides

Links to these online resources can be found in the Online
Appendix at admindatahandbook.mit.edu/book/v1.0/dua.
html#dua-appendix.

California Accountable Communities for Health Data-Sharing
Toolkit

This toolkit is produced by the University of California Berkeley Center
for Healthcare Organizational and Innovation Research and sponsored
by the California Health and Human Services Agency and University of
California Berkeley, School of Public Health. This report summarizes
seven parameters for data sharing, Purpose/Aim, Relationship/Buy-in,
Funding, Governance and Privacy, Data and Data-sharing, Technical
Infrastructure, and Analytic Infrastructure while observing that par-
ties will have varying levels of maturity and expertise across these
categories.

CMS Administrative Simplification: Covered Entity Guidance

This clickable guide helps identify whether an organization or individ-
ual is a covered entity under the Administrative Simplification provi-
sions of HIPAA. It is a good example of a straightforward tool that aids
decision-makers to understand what laws apply to whom.

Department of Education Data Sharing Tool for Communities

This toolkit is designed to simplify the complex concepts of FERPA.
It covers three primary focus areas: understanding the importance of
data collection and sharing, understanding how to best protect stu-
dent privacy when collectively using personally identifiable informa-
tion from students’ education records that are protected by FERPA, and
understanding how to manage shared data using integrated data sys-
tems. It includes a sample MOU and sample consent form.

Health Care Systems Research Network DUA Toolkit
This toolkit includes a useful flowchart called “When do I need
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a DUA?” and a good glossary of terms, especially for health or
healthcare projects.

National Association of County & City Health Officials (NACCHO)
Data Sharing Framework

This report titled “Connecting the Dots: A Data Sharing Framework for
the Local Public Health System” focuses on DUA content areas needed
by local public health officials. It includes a case study involving data
access in a Colorado community.

National Governors Association, Improving Human Services Pro-
grams and Outcomes Through Shared Data

More for policymakers than practitioners, this brief includes short ex-
amples of how data sharing helped states and their residents in Indi-
ana, Kentucky, Maryland, Massachusetts, North Carolina, Pennsylva-
nia, Rhode Island, South Carolina, Virginia, and Washington.

National League of Cities Sharing Data for Better Results Guide

Prepared with Stewards of Change, this guide was written for officials,
agency leadership and managers. It highlights their incentives to share
data, what information can be shared, and who can receive the in-
formation with specific examples across domains including education,
health, mental health, substance abuse, human services, and criminal
justice. They include sample MOUs from two counties, a city, and a
state and have an appendix listing major federal laws and regulations.

Sharing Data for Social Impact: Guidebook to Establishing Respon-
sible Governance Practices

Produced by Natalie Evans Harris, a program fellow with the Beeck
Center for Social Impact and Innovation, this guide is for those who
take action on the data and drive impact. The guide focuses on three
phases: building the collective, defining the operations, and driving
impact.

Agreement Collections

NNIP’s Collection of Example Data-Sharing Agreements
This collection of agreements comes from multiple domains including
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labor and human services, department of motor vehicles, criminal jus-
tice, education, housing, and health and healthcare. It also includes
some generic agreements and other materials, such as an informa-
tion security incident protocol, breach plan, and sample confidentiality
pledge.

Data2Health Data Use Agreement Library

An analysis of DUA practices across 48 Clinical and Translational
Science Award (CTSA) institutions, this collection includes DUA tem-
plates, forms to request DUAs, and policies and guidance documents.

Drexel Data Sharing Agreement Repository (DataSAR)

This repository is a collection of DUAs, samples, contracts, use policies,
and forms. It can be filtered by domain and discipline. This collection is
aligned with Drexel’s Licensing Model and Ecosystem for Data Sharing
Initiative.

Contracts for Data Collaboration

This collection contains DUAs for domestic and international govern-
ment administrative data and private sector information. The site also
includes a guide describing forms of collaboration and explains how
they categorized DUAs based on Who, What, When, Where, Why, and
How the data sharing was occurring.

Administrative Data Research Initiative Data Sharing Index

This index, a collection of standards, guides, and templates, is search-
able by geographic categories including city, county, state, or federal
and domain categories such as education, health, housing, human ser-
vices, justice, or workforce.
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CHAPTER 4

Collaborating with the
Institutional Review Board
(IRB)

Kathleen Murphy (Northwestern University, ret.)

4.1 Introduction

This chapter is focused on the institutional review board (IRB),! an
administrative body created at a university or other organization to
review research to ensure ethical protection of participants involved.
This chapter describes what the IRB does and does not do and what
researchers, data providers, and related stakeholders can expect from
IRB review of research that involves humans. While all research uses
information in various formats that is “data,” for the purpose of this
chapter, the focus will be on research that accesses and uses adminis-
trative data in different forms, formats, and contexts. This may include
research activity where administrative data are the central feature or

Copyright © Kathleen Murphy.

Cite as: Murphy, Kathleen. “Collaborating with the Institutional Review Board (IRB).”
In: Cole, Shawn, Igbal Dhaliwal, Anja Sautmann, and Lars Vilhuber (eds.), Handbook
on Using Administrative Data for Research and Evidence-based Policy. Cambridge, MA:
Abdul Latif Jameel Poverty Action Lab. 2020.

IThere are various names for similar boards such as Research Review Board (RRB)
(Chicago Public Schools, 2020), Research Ethics Committee (REC) (NHS Health Re-
search Authority, 2020) or some similar naming convention for boards established to
conduct ethical and regulatory review of human research.
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where the data are part of a larger project. There may be different con-
texts such as international research or collaborative research (or both)
where there are different regulatory requirements, as well as different
review processes. Some data-driven projects will include only existing
administrative data, while others include retrospective or prospective
data alone or in conjunction with other research methods, such as ex-
perimental interventions, surveys, interviews, or observation. Some
projects only involve the analysis of data, while others can include mul-
tiple iterations of experimental and comparison interventions as well
as innovative analysis of multiple data sets, which are linked by a sub-
set of identifiers. In the United States, the IRB review of such projects
takes all of these design factors into consideration in the context of a
well-established ethical and regulatory process as described in section
4.5.

The goal of this chapter is to provide researchers, data providers, data
stewards, and other stakeholders with the tools they need to under-
stand the IRB process. The chapter provides a practical understanding
of what an IRB considers and how an IRB processes human research
including data driven proposals. This includes how an IRB considers
data acquisition, data management, data storage, and data retention
in the conduct of research. The chapter references the ethical princi-
ples as well as the application of the federal, state, local, and institu-
tional guidelines for research in as much as the IRB has oversight of
these principles and guidelines in the United States. The text includes
discussion of related international considerations, which may inform
ethical and regulatory deliberation. Finally, the chapter provides prac-
tical strategies for collaborating with the IRB, which has oversight of
the research.

There are a number of resources in the literature that identify the ad-
vantages of big data and administrative data for conducting research.
That is not reiterated here except to endorse that the ease of use, re-
duced burden on participants and researchers and the long-term avail-
ability of administrative data makes this approach a logical way to con-
tribute to the knowledge base. For additional information see Feeney
et al. (2015); Connelly et al. (2016); Collmann and Matei (2016). For
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more detailed descriptions of the use of administrative data for public
policy and the public good see for example Card et al. (2011); Coll-
mann and Matei (2016); Figlio, Karbownik and Salvanes (2016).

4.2 What is the IRB?

The ethical guidance and regulatory requirements for IRB review of all
human research includes the ethical principles of the Belmont Report
(United States 1978) and the US Department of Health and Human
Services (HHS) Office for Human Research Protections (OHRP) reg-
ulations found in the part of the Code of Federal Regulations (CFR)
referred to as “Title 45: Public Welfare, Part 46—Protection of hu-
man subjects, Subpart A—Basic HHS Policy for Protection of Human
Research Subjects” or 45 CFR 46 (Code of Federal Regulations, 2017a;
Office for Human Research Protections, 2016b). Throughout this chap-
ter, regulatory citations are in reference to this section of the CFR.

The IRB is an administrative body that reviews human research (de-
fined by 45 CFR 46.102 (e)(1)) to ensure the ethical protection of
participants from the reasonably foreseeable risks of harm caused by
research. The harms the IRB considers include physical, psychological,
social, legal, and economic risks as well as community or group harms.
For example, an inadvertent disclosure of sensitive or identifiable in-
formation is a common risk in social and behavioral research because
the disclosure can result in social, psychological, or legal harm. All
IRBs include the risks that need to be considered in the conduct of
research in the protocol and consent templates, as well as in reviewer
guides and on their websites. See for example, University of California,
Irvine? and the Northwestern University> protocol templates.

An IRB or ethics review process may be part of an academic institution;
a medical facility; a federal, state, or local agency; or any other organi-
zation or commercial entity that chooses to conduct human research.
Entities that receive federal funds for any reason and conduct human

2https://research.uci.edu/compliance/human-research-protections/irb-members
/assessing-risks-and-benefits.html (accessed 2020-12-15).
Shttps://www.irb.northwestern.edu/templates-forms-sops (2020-12-15).
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research are required by federal mandate in the United States to have
an IRB.

IRB membership and the organization and function of an IRB is de-
fined in the regulations 45 CFR 46: 107, 108. An IRB will consist
of a minimum of five members of diverse backgrounds and expertise,
including scientists and non-scientists, in order to provide complete
and adequate review of human research. In IRBs with a large vol-
ume of projects, minimal risk research activity is generally reviewed by
full-time employed IRB office staff who are also board members and
qualified to review. Greater than minimal risk studies must always be

reviewed at a convened meeting referred to as Full Board review.

Table 4.1: Categories of review conducted by an IRB

Review Regulatory Risk Description
Type Authority
Exempt Ethical Minimal risk Briefer application and
principles of (often typically reviewed in the
Belmont (respect anonymous or IRB office
for persons, deidentified data)
beneficence, and
justice)
Expedited Belmont and 45  Minimal risk Reviewed in the office by
CFR 46.111 (identifiable, one or more IRB members.
personal or If expedited reviewer does
sensitive not approve, the study may
information) go to the full board
Full Belmont and 45  Greater than All studies involving
Board CFR 46.111 minimal risk prisoners and certain

(could include
minimal risk
research that
does not fit in
exempt or
expedited review
categories)

research with vulnerable
populations regardless of
risk such as children,
fetuses, and neonates.
Projects can only be
disapproved at a convened
meeting

In addition to the internal organization or agency-based IRB, organi-
zations and independent researchers that do not have their own IRB
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can contract with independent IRBs which can be both commercial or
non-profit. Independent IRBs also can serve in the role as a central IRB
where multiple (academic or clinical) institutions are conducting the
same research and either want to contract with an independent IRB or
are required by regulation to rely on one IRB for oversight of the whole
project. The reliance agreement process, where one IRB agrees to rely
on another IRB for oversight, can be with a commercial IRB or with an
IRB that is, for example, located in an academic institution where that
IRB has agreed to serve as the IRB of record for a multisite project. For
the regulatory guidance on the reliance process see 45 CFR 46.114.

Independent IRBs also may be an option for a data provider who would
like to submit research projects for ethical oversight when there is no
federal requirement to do so. This chapter is not focused on indepen-
dent or central IRBs but for more information about central IRBs and
institutional IRBs see Wandile (2018).

At the center of the ethics review process is the Belmont Report (Na-
tional Commission for the Protection of Human Subjects of Biomedical
and Behavioral Research, 1979), which summarizes the ethical princi-
ples and guidelines IRBs use when reviewing research involving human
subjects. Three core principles are identified:

1. Respect for persons allows individuals to be self-directed and make
informed, voluntary decisions about whether they wish to partic-
ipate in research and is the fundamental ethical rationale for the
consent process and the elements of the consent document.

2. Beneficence assesses the risks and benefits of participating in re-
search, recognizing the obligation of the researcher to minimize
risks while maximizing the benefits of participation.

3. Justice directs investigators to recruit and enroll those who would
benefit from the outcome of the research and to not impose undue
risks on those who would not otherwise be helped by the research.

The principles of the Belmont Report are codified in federal regula-
tions 45 CFR 46 to protect the rights and welfare of humans recruited
to participate in federally funded research activities. Although the fed-
eral regulations specifically apply to non-exempt research projects in
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organizations that receive federal funds, academic institutions have
routinely applied these same regulatory guidelines to federally and
non-federally funded or even unfunded projects, simply because the
regulatory standards are ethically reasonable.

It is in the context of these ethical principles and regulatory require-
ments that IRBs are charged with the responsibility of reviewing re-
search involving human participants. The definition of human research
is discussed in section 4.3 in more detail, but it is in this context that
the IRB has the authority to approve, monitor, modify, and disapprove
all research activities that fall within its jurisdiction. These regulations
apply to research conducted in the United States or by US-based re-
searchers conducting research in another country.

4.3 IRBs and International Research

Human research can take place anywhere in the world and there
are over 1,000 laws, regulations, and guidelines on human research
protections in 133 countries (Office for Human Research Protections,
2020). OHRP annually compiles the most relevant regulations and
agencies* that regulate research in each country. Some, though not
all countries, have regulations and guidance regarding social and
behavioral research activities. Countries that do have such guidance
tend to have more restrictive data protection rules and regulations
than those in the United States. For example, in the European
Union, the General Data Protection Regulation (GDPR)® (European
Parliament and Council of the European Union, 2016) covers the
protection of all personal data of which research data are but a subset.
GDPR special category data include race and ethnic origin; religious
or philosophical beliefs; political opinions; trade union memberships;
biometric data used to identify an individual; genetic data; health

“https://www.hhs.gov/ohrp/sites/default/files/2020-international-compilation-
of-human-research-standards.pdf (accessed 2020-12-15).

SGDPR is legislation in the European Economic Area that protects persons with
regard to the processing of personal data and on the free movement or sharing of
those data. GDPR is comprehensive, encompassing all personal data not just research
data.
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data; and data related to sexual preferences, sex life, and/or sexual
orientation. Similarly, the consent documents in the countries of the
European Economic Area (EEA) have more prescriptive and restrictive
requirements than in the US (Office for Human Research Protections,
2018). Whatever the country, researchers need to be cognizant of
the local country regulations that may apply. For example, respect for
persons as articulated in the Belmont Report applies in other countries,
it just may be defined differently.

In addition, when research is taking place in a country where the reg-
ulations are different, researchers in the United States will be held to
the standard of what is referred to as equivalent protections (45 CFR
46.101(h)); additional guidance can be found in Office for Human Re-
search Protections (2016a). This means the researcher based in the
US (who is subject to review by an IRB) and conducting research in-
ternationally is responsible for utilizing strategies to mitigate risk and
protect participants at the level that would be required if the research
was conducted in the United States. One example is the age of major-
ity and consent to participate in research. In most US states the age
of majority and consent is 18, while in some countries, such as Ger-
many, Italy, Paraguay, and Ecuador, the age of consent is 14. A US
researcher conducting research in Paraguay will be expected to use 18
as the age of consent to participate by the IRB. Another example, the
Family Educational Rights and Privacy Act (FERPA) is a US law (20 U.S.
Code § 1232g; 34 CFR part 99) and not applicable in other countries;
however, if using education data from another country where educa-
tion data does not have privacy and confidentiality protections, the IRB
will expect that the research will apply equivalent protections as would
exist under FERPA. In this example, data providers, data stewards, and
researchers would need to address the use and collection of data in
relation to minors when requesting IRB review.

4.4 What an IRB Does Not Do

Just as important as what the IRB does do, is what it does not do. As
stated earlier, the mission of an IRB is the protection of participants in
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research from risks associated with the research. To do this, an IRB
must contribute to the development of training, policies, and practices
that facilitate this purpose. However, there are a number of related
oversight and regulatory activities required for some research activities
that are not the purview of the IRB, though they contribute to the IRB
process.

The IRB does not manage the grants or mechanisms for funding the
research and is not involved in developing conflict of interest manage-
ment plans. Additionally, while the IRB in some institutions may serve
as the privacy board, as is the case for biomedical research, this is not
a regular IRB function The IRB typically does not have the responsi-
bility to create or finalize data sharing agreements such as data use
agreements (DUAs) and data transfer agreements or other contracts
such as non-disclosure agreements (NDAs). Finally, data safety plans
for sensitive restricted data are most often developed outside of the
IRB. However, non-disclosure agreements and data safety plans have
implications for the IRB review of the data management plan in the
protocol (the specific and detailed design for how a research study will
be conducted, which is submitted to the IRB for review).

The IRB will conduct an administrative review of these agreements
and plans and, when applicable, hold the researcher accountable. For
example, if there is a reported conflict of interest as part of the COI
management plan where the principal investigator (PI) is prohibited
from conducting data analysis because of a vested interest in the out-
come, the IRB will make sure that is written into the protocol and
reflected in any consents that are in use. Similarly, when applicable,
the IRB will require that the DUA be uploaded into the IRB record and
that the data protections outlined in the data sharing agreement are
written into the IRB protocol. However, the IRB is not a signatory or
even an intermediary in these agreements. The designated official on
the institution side is the responsible party for signing the DUA or NDA,
and for processing the funding, evaluating conflict of interest, or estab-
lishing the appropriate data security mechanism. While data providers
can rely on the IRB monitoring and enforcing any of these activities as
they relate to data protection and protection of participants, the IRB is
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not the responsible party for initiating them.

In addition, researchers need to know their own institutional policies
and practices as to where each of these related activities fit with IRB
review. For example, in some institutions, the IRB review may not pro-
ceed until the DUA is in place. In other institutions, the finalizing of
the DUA is contingent on the IRB approval. While both the IRB and
the data sharing agreement processes can typically be started at the
same time, the researcher and data provider need to know what the
sequence is for final approval. A key point is in all research requiring
approval, the data security evaluation and compliance with FERPA or
the Health Insurance Portability and Accountability Act (HIPAA) regu-
lations must be in place before IRB approval can be processed.

4.5 What the IRB Will Do to Ensure the
Protection of Participants

The first order of ethical challenge in all research is the risk of harm.
When it comes to the use of administrative data in research, the risk
of harm stems from the potential for violations of privacy, confiden-
tiality, or informed consent (even if the research project as a whole
may expose participants to additional risks). All of the stakeholders
in data-driven, human research that are subject to IRB need to start
with the federal regulations that govern the IRB review of research.
The criteria for IRB review are articulated in 45 CFR 46.111 (Code of
Federal Regulations, 2017b). This part of the regulation outlines seven
specific elements that must be in every non-exempt research project
protocol, which all IRBs use to determine whether research can be ap-
proved. The following have been abbreviated from the regulations for
the purpose of this handbook; all of the following must be met:

(1) “Risks to subjects are minimized by using procedures that are con-
sistent with sound research design and that do not unnecessarily
expose subjects to risk.” (45 CFR 46.111(a)(1)(1))

To evaluate sound research design in a data driven project, the IRB
will consider whether the variables of the data set, the sample size,
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and the proposed analysis are consistent with the intended purpose of
the study. There must be scientific merit to the study and there must
be consistency between the purpose and the data being used.

(2) “Risks to subjects are reasonable in relation to anticipated benefits,
if any, to subjects, and the importance of the knowledge that may
reasonably be expected to result.” (45 CFR 46.111(a)(2))

A primary risk to the subjects directly related to the use of administra-
tive data or linkage of such data with survey data is the re-identification
of participants, either by an external party or by one of the stakehold-
ers in the project. This is in addition to any other risks associated with
the project unrelated to the use of administrative data, such as the
risks to participants due to the intervention itself. The IRB will work
with researchers to anticipate risks to individual participants and to
ensure there are adequate mechanisms in place to protect participants
from harm, such as loss of income, retaliation, or punishment. Risk
mitigation with administrative data is often focused on levels of access
and security with regard to the collection, transfer, storage, and access
management of data. In addition to protecting subjects from the risks
of disclosure to outside parties, projects may also need to mitigate the
risks of reidentification by the data provider; the researcher and data
provider may consider an arms-length agreement, which prevents the
data provider from accessing the identified data and provides another
measure of protecting subjects. There are multiple ways to protect
individuals and their related information through technology and by
de-identifying that data. The researcher will work with the IRB, in ad-
dition to their institution’s general counsel and IT where appropriate,
to manage the risks and security procedures for working with admin-
istrative data.

For example, in a study where a researcher collaborates with a bank
to evaluate a microfinance program, it is possible for researchers to
uncover fraud or deception by individual participants in the course of
the project. Logically the bank will want to know that information,
but that places the participant at risk of harm by having participated
in the research. In this example, it would not be unusual for an IRB
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to require a research team to state in the protocol that the DUA must
prevent access to, or sharing of, identifiable information with the bank
or must otherwise restrict the bank’s use of linked administrative data
to protect participants from retaliation or punishment.

(3) “Selection of subjects is equitable.” (45 CFR 46.111(a)(3))

This means that for all research, the data being used or collected are
a logical reflection of the purpose of the study and representative of
the population most likely to benefit from the study. For data-driven
projects that analyze a set of existing data, this would not generally be
an issue. The primary concern in this case is that the data used must
be logically connected to the purpose of the research project. However,
some projects may use an existing administrative data set to select a
study sample as in the case of randomized controlled trials that use
administrative data as a census to select participants. This selection
process should be free of biases; any biases could lead to the benefits
and burdens of the research being unequally distributed. This can be
an issue if there are biases within the administrative data. The IRB
will consider the usage of administrative data for sample selection as it
relates to the Belmont Report principle of justice: the people selected
to be recruited to participate in the research are those most likely to be
affected by the problem being studied and to benefit from the research.

(4) “Informed consent will be sought from each prospective subject
or the subject’s legally authorized representative, in accordance
with, and to the extent required by, 45 CFR 46.116” (45 CFR
46.111(a)(4))

The typical standard for research with human subjects is that there
is signed written consent. With projects where the data were origi-
nally collected for purposes other than research, consent for the data
to be used for future research is rarely part of the original agreement
between those subjects and the data collector. If consent is present, of-
tentimes the agreement that the data can be used for research is buried
in the details at the end of the Terms of Service as to belie the concept
of “informed” consent. Similarly, governments rarely use “consent” in
the IRB sense of the term when collecting administrative data, as they
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do not obtain data for research purposes. Instead, in the US, the gov-
ernment may use terms like Privacy Impact Assessments (PIAs), Sys-
tem of Records Notices (SORNs), and Computer Matching Agreements
(CMAs) to alert the public to additional uses of data. These protocols
do establish a legal floor for the use of the data, but they do not reflect
the ethical intent of informed consent as articulated in the federal reg-
ulations. For projects that only use retrospective administrative data,
an IRB will typically look for an explanation in the research protocol
for why it is not possible or reasonable to obtain written consent. In
research projects that combine administrative data with survey data or
other direct subject contact, the informed consent procedure for the
new data collection can also include consent to the use of the admin-
istrative data. To that end, the researcher needs to decide whether in-
dividuals who meet the criteria for the ongoing research activities are
free to decline the use of the administrative data and still participate in
the rest of the study. If use of the data is a mandatory requirement for
participation, that needs to be stated in the consent. If it is optional,
then it needs to be added to the consent form as an “optional element”
to make it clear that it is not a requirement of participation.

(5) “Informed consent will be appropriately documented or appro-
priately waived in accordance with 45 CFR 46.117.” (45 CFR
46.111(a)(5))

This is referred to by IRBs as documentation of consent and the ratio-
nale is consistent with element 4 that the standard practice is signed
written consent. However, there are many circumstances in which a
waiver of documentation of consent is appropriate either because it is
not practical, such as with a phone interview or an online survey, or
for safety reasons in which written consent would endanger the per-
son to have their name attached to a study. This is most likely to occur
with participants who are vulnerable. For example, interviews with sex
workers in countries where it is illegal or with individuals in domestic
violence shelters could be at heightened risk if their names were on a
document.
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(6) “When appropriate, the research plan makes adequate provision
for monitoring the data collected to ensure the safety of subjects.”
(45 CFR 46.111(a)(6))

Monitoring data collection is not an issue for projects using existing
data in isolation or data that will be collected anonymously, especially
if the data are used retrospectively. However, this may apply to a study
that uses administrative data to observe participants over time during
their participation in a project. For example, consider a randomized
controlled trial that uses administrative data to study the implementa-
tion of a new social policy. As part of the assessment, the study uses un-
employment records, medical records, or other sources to assess mea-
sures related to socio-economic status, employability, and markers of
depression. In such a scenario, the IRB will typically require real time
monitoring of those data so that researchers can intervene in outstand-
ing circumstances. Some examples where intervention is warranted
include the instance of a participant reporting suicidal ideation, lack of
ready access to food, clean water, or health care, or any increased risk
of harm caused by a change in the policy being studied. In situations
where it is unclear that the benefits to society outweigh the harm to
participants, the research may need to be stopped to protect the par-
ticipants. The only way to recognize the harm is to monitor the data
as they are generated. The IRB expects researchers to recognize the
probability and the magnitude of the harm and to address it in the pro-
tocol. While monitoring data may not be an issue, the protocol needs
to address why that is the case.

(7) “When appropriate, there are adequate provisions to protect the
privacy of subjects and to maintain the confidentiality of data.” (45
CFR 46.111(a)(7))

Confidentiality is a key factor for IRB deliberation of all research in-
cluding projects using administrative data. Unintended disclosure of
sensitive, private information is one of the primary risks of participa-
tion in research, and appropriate measures to manage the risk must be
in place to protect participants and their related data. The more sensi-
tive the data being used or collected, the more robust the data protec-
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tion plan must be. Several of the chapters in this handbook discuss in
detail the different strategies available to protect subject privacy and
confidential data; those details will not be reiterated, but this chapter
emphasizes that appropriate strategies must be elements provided in
the protocol for IRB review.

The above seven elements are required for IRB approval of a research
project. There is far more detail about the specifics of what is required
with informed consent including when it can be altered or waived
(Code of Federal Regulations, 2017d) and how it must be documented
in the actual regulations. It is important to note that while all IRBs
are using the same federal regulations, there may be different inter-
pretations of the application of the regulations, especially around the
requirement of consent and when it can be altered or be waived. Data
providers can rely on the IRB review process to address each of the
seven elements required for IRB approval and to approve only those
projects that have adequate protections in place. Researchers, on the
other hand, need to understand the basic regulatory requirements and
to work with their own IRB to understand how the principles and reg-
ulations are being applied to their specific study. Similarly, researchers
can go a long way in helping themselves navigate the IRB process by
addressing each of the specific regulatory requirements in their pro-
tocol and related documents submitted to the IRB. The rest of this
chapter is focused on the practical concerns for IRBs regarding specific
research projects, the IRB related questions that must be asked and
answered, and the manner in which IRBs think about the answers.

4.6 Considerations of the IRB

Being able to understand how and what the IRB considers when read-
ing over a new project will inform the researcher what to include when
submitting a new project proposal to the IRB. If the project proposal is
framed how an IRB considers projects, the review process will likely be
more collaborative and quicker, with far fewer changes requested.
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4.6.1 Is the Study Human Research or Not Human
Research (nHR)?

The first consideration is whether IRB review is needed and involves
two questions to come to a conclusion. To decide whether a project
is human research the following questions are considered in sequence
by an IRB. If the answer to any of these questions is no, the study is
not human research (nHR) and it does not require IRB review. For
additional guidance, the OHRP provides decision charts® (Office for
Human Research Protections, 2020) to help map the process of how
to think about the question, “Is an Activity Human Subjects Research
Covered by 45 CFR Part 46?”

1. Isitresearch? In this context research is defined as a systematic in-
vestigation designed to contribute to generalizable knowledge (45
CFR 46.102(1)). There are two concepts to consider: systematic
collection of information and generalizable knowledge. If a project
does not meet both requirements then it does not require IRB re-
view as it is not a research activity and is therefore not human
research. It should be noted that generalizability can be a nuanced
concept that is more multifaceted than just statistical generalizabil-
ity, although data driven projects tend to be most closely linked to
statistical generalizability (Lee and Baskerville, 2003). Nonethe-
less, when there is a systematic investigation (secondary analysis)
of existing data and the investigation is intended to contribute to
generalizable knowledge, the activity is research.

2. Does the research involve human subjects? It is possible to have
a systematic collection of data that are routinely collected about
people such as birth, death, taxes, participation in programs, in-
surance cost, medical care, etc. This collection of data is not for
research purposes so while it is systematic, it is not research at
the outset, because it is not intended to contribute to generalizable
knowledge. Managing the data does not change that assessment.
In the course of working with one (or many) administrative data

®https://www.hhs.gov/ohrp/regulations-and-policy/decision-charts/index.html
(accessed 2020-12-15).
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sets over time, the data provider or researcher may also use these
data for activities that do not constitute research. For example, if
a researcher assists a government data provider in managing their
administrative data both for a research project and to improve the
government’s internal processes, the latter usage is not a research
activity. Managing and organizing data to make data more acces-
sible is still not intended to contribute to generalizable knowledge,
so this would not meet the definition of research.

For research to be considered human subjects research, the investiga-
tor must be conducting research about a living individual. The federal
definition of “human subject” includes that the researcher “(i) obtains
information . . . through intervention or interaction with the individ-
ual, and uses, studies, or analyzes the information . . . ; or (ii) obtains,
uses, studies, analyzes, or generates identifiable private information”
(45 CFR 46.102(e) (i-ii)).

There is a regulatory “or” so if either factor is true (intervention/ inter-
action or identifiable private information) then the study is considered
to involve human subjects. However, the timing of when the interac-
tion or identifiable information occurs matters. If data were collected
for non-research purposes and the data source removed the identifiers
from the data before providing it to the researcher, it is research but
without human identifiers, so there are no people for the IRB to pro-
tect. On the other hand, if the researcher receives identifiable data
and is the one to remove the identifiers, then the human subjects have
come into contact with the research and the study would require IRB
review. The details of the lifecycle of the data matter for IRB review.
For additional guidance, the OHRP has produced decision charts’ to
help IRBs, institutions, and researchers.

While an activity might not meet the federal definition of human re-
search, some institutions may still require researchers to undergo the
IRB process; researchers must be aware of their local IRB policies and
practices. In addition, many journals, conferences, and workshops re-
quire documentation of IRB review; in response, most IRBs have de-

"https://www.hhs.gov/ohrp/regulations-and-policy/decision-charts/index.html
(accessed 2020-12-15).
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veloped an abbreviated process for submitting a description of nHR
and the IRB will verify whether additional IRB review is necessary, and
provide documentation of this process for the researcher

If a study is determined to be human research, there are additional
questions to be considered regarding IRB review.

4.6.2 Is the Study Federally Funded?

In addition to the Department of Health and Human Services, there
are 19 other federal agencies that are signatories to 45 CFR 46 and
include the OHRP regulations for the protection of humans in research
in their own regulations. The issue of federal versus non-federal fund-
ing (including no funding) is important for two reasons. The first is
that most non-exempt federally funded projects are under the purview
of 45 CFR 46 and therefore require IRB review. In addition, even if
a project is not federally funded, institutional policy may require IRB
review. In particular, this is the case if the institution where the re-
search is occurring has a Federalwide Assurance under which there is
an agreement that all research will be subject to 45 CFR 46 (Office for
Human Research Protections, 2017). Data providers may also require
an IRB review, even absent federal funding, as a condition for supply-
ing data for research projects. While most academic institutions have
an IRB, private organizations and private individuals are not compelled
to use IRB review if their research is not federally funded. For example,
private corporations like Amazon, Facebook, and Google can conduct
research without IRB review, as they are not constrained in the same
way by the federal regulations.

4.6.3 Is the Researcher an Agent Such That the Institution
is Engaged in HR?

The follow up to the funding question is the question of engagement
in the research. It is possible to be a collaborator on a research project
and not be engaged in the IRB sense of the term. If an institution is
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not engaged, then IRB review is also not needed. Engagement cen-
ters around the question of agency and whether the researcher is an
agent of the institution or organization for which the local IRB has
oversight. The definition of “agent” will be defined by the institution
or organization, not by the individual. The guidance from OHRP about
engagement states, “In general, an institution is considered engaged in
a particular non-exempt human subjects research project when its em-
ployees or agents for the purposes of the research project obtain: (1)
data about the subjects of the research through intervention or interac-
tion with them; (2) identifiable private information about the subjects
of the research; or (3) the informed consent of human subjects for the
research.” (Code of Federal Regulations, 2017¢) There are nuances to
engaged and OHRP has detailed guidance regarding what it means to
be engaged and examples of not engaged in research. The examples
in the guidance are helpful to researchers, data providers, and IRBs to
consider.

In addition, where there are multiple researchers collaborating on the
same research study, some of the researchers and their institutions may
not be engaged in HR if their role does not involve access to actual peo-
ple or identifying information. In multi-site projects, determining who
is an agent and what institutions are engaged can get complicated.
Engagement is ultimately a decision that is up to the IRB of each in-
stitution. Neither can an outside IRB or other external party decide
whether another IRB should be involved. Data providers, data stew-
ards, and researchers need to be clear that it is never the place of one
institution’s IRB to decide for another that they are not engaged. Data
providers, data administrators, and any relevant stakeholders, includ-
ing researchers, need to know that individual researchers will always
be held accountable by their own IRB for verification of engagement.
Note that this is distinct from determining the IRB of record for a multi-
site research project.
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4.6.4 Is the Project Exempt From the Regulations or
Non-Exempt (Expedited or Full Board Review)?

The final question is directly related to the level of review. There are
three primary distinctions between projects that are eligible for exempt
review and those eligible for non-exempt review: risk of harm as it
relates to identifiability of the data, vulnerability of the participants,
and matters of research consent and waiver of consent.

Identifiability of the Data and Retention of the Identifiers

The most common difference between exempt and non-exempt re-
search is related to the level of risk of harm to participants. Minimal
risk and greater than minimal risk are the two levels of risk that IRBs
consider. Minimal risk is defined in the regulations® as “... the prob-
ability and magnitude of harm or discomfort anticipated in the research
are not greater in and of themselves than those ordinarily encountered
in daily life or during the performance of routine physical or psychologi-
cal examinations or tests.” Anything else is considered as greater than
minimal risk.

The probability and magnitude harm are the important concepts re-
lated to an assessment of the difference between minimal risk and
greater than minimal risk. The magnitude of harm relates to the na-
ture of the harm and the vulnerability of the participants in the re-
search and is somewhat more concrete than assessing the probability
of harm. For the IRB, magnitude of harm starts with what could possi-
bly go wrong and then what would be the actual harm to the partici-
pant. For projects using administrative data, a common risk of harm is
the possibility of linking research information directly to an individual.
This can be further exacerbated when combining administrative data
with primary data collection. If there is a loss of privacy and confiden-
tiality, the IRB always considers the types of harm that may be related
to psychological, legal, social, economic, group, or community harms

Shttps://www.law.cornell.edu/cfr/text/45/46.10245 CFR 46.102 (j) (accessed
2020-12-15).
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with regard to the actual content of the information. Even if reidenti-
fication occurs, the level of harm that may result can vary depending
on the information in the data. In addition, even if the data collected
in a study have been de-identified, there needs to be an assessment of
the probability of the re-identification. De-identification is a first line
of defense against many harms, but it is not infallible. As technology,
software, and algorithms improve, it is increasingly possible to reiden-
tify people based on just a few concrete data points (see chapter 5 for
more details).

With personally identifiable or sensitive information, the researcher
will be required to provide the IRB with a rigorous data protection
and data management plan minimizing the risk of identification or re-
identification of participants. The relevant margin that the IRB needs
to consider is the additional risk of harm that occurs due to the use of
the data for the proposed research project. While collecting and stor-
ing the original data may entail risks, these would be incurred with or
without the research. From this perspective, the use of an isolated data
set under an appropriate data management plan typically does not ap-
preciably change the risk of individuals in the data. Probability and
magnitude of harm become more challenging for IRBs, data providers,
and researchers when the research is combining multiple data sets.
This applies both to combining different sources of administrative data
as well as when combining administrative data with primary data col-
lection. The researcher needs to specifically communicate to the IRB
not only the risk of each data set in use but also the probability and
magnitude of harm of any combined data set. It is important that data
providers, data stewards, researchers, and IRBs are informed, informa-
tive, and realistic about the probability and magnitude of harm in a
study that is engaging in secondary analysis of one or more data sets.
That discussion must include the reality of the protection afforded by
de-identification as well as the robustness of the overall data protec-
tion plan if identifiers are retained. In that regard, it is always a good
strategy to include a statement in the research protocol: even if re-
identification could be possible, the principal investigator commits to
ensuring that the study team will not re-identify participants.
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It should be noted that anonymous and de-identified data are
not subject to the GDPR of the European Union provided that
the research team had no role in the collection of the data with
identifiers and has no access to the identifiers going forward. If
identifiers are collected by the research team, the definition of
“special categories” of data require a more robust data protec-
tion plan.

De-Identified Data, Risk, and IRB Review De-identified data once
contained identifiers, but by the time of the new use they no longer
contain sufficient identifiers to link information to specific individuals
with any degree of certainty. The level of IRB review for de-identified
data is contingent on who originally collected the data and whether
the data are coded or whether a key exists. IRBs need to know when,
where, and how the data were de-identified in the life cycle of the re-
search. The IRB will take note of whether the producer of the data
(Institution A) is removing the identifiers or whether the recipient of
the data (Institution B) is removing identifiers. If Institution B is re-
ceiving de-identified data from Institution A, with no access to a code
or key and no one on the study team had anything to do with the orig-
inal collection of the data, it is probable that such a study would not
meet the definition of human research. If the study personnel from In-
stitution B were involved with the original collection, will have access
to the key of identifiers, or will be removing the identifiers, the study
could be exempt. Such a study could be reviewed by expedited proce-
dure if, for example, the PI from Institution B is listed on the original
grant proposal as a Co-PL.

Identifiable Private Information and Restricted Data The regula-
tory code defines identifiable private information as follows: “Private
information includes information about behavior that occurs in a con-
text in which an individual can reasonably expect that no observation
or recording is taking place, and information that has been provided
for specific purposes by an individual and that the individual can rea-
sonably expect will not be made public (e.g., a medical record)” And
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“Identifiable private information is private information for which the
identity of the subject is or may readily be ascertained by the investi-
gator or associated with the information” (45 CFR 46.102 (e)(4)(5)).

Restricted data is a distinction that is at the discretion of the holder of
the data. Restricted data are typically described as both private and
identifiable by source of the data or data steward. This means there is
a process that the researcher must go through in order to obtain access
to and use the data. The definition of “restricted” is made by the data
source, not by the IRB; the IRB will respect the designation and the
level of review required by the source.

The study protocol submitted to the IRB must specify the type of data,
the source of the data, and whether the identifiers (if any) will be
removed or retained. If there are identifiers or if there is a plan to
retain identifiers long term, there must be a data protection plan that
specifies where the data will be stored, for how long, and who will have
access. The greater the risk to participants of inadvertent disclosure of
identifiable private information, the more robust the data protection
plan must be.

Vulnerability of the Participants

The second consideration for IRBs in determining whether a project is
exempt or non-exempt is regarding the perceived vulnerability of the
study population. Vulnerable populations® are defined in the regula-
tions (45 CFR 46 Subpart B, C, and D), including children, prisoners,
and other groups of people who are considered to need additional pro-
tections due to social or economic conditions. Most human research
with vulnerable populations is likely to be non-exempt and subject to
regulatory review, although it can depend on the purpose of the study
and whether any of the information is already publicly available.

“For vulnerable populations under Federal protection see 45 CFR 46 Subpart B
regarding pregnant women, human fetuses, and neonates, Subpart C regarding pris-
oners, and Subpart D regarding minors. Other vulnerable populations identified by
IRBs might include situations in which there might be a power differential such as
student and instructor, employee and employer; a cognitive or physical disability; or
difference that requires additional protections such as literacy, SES, language, or other
social status.
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Consent and Waiver of Consent

The third consideration that distinguishes exempt from non-exempt
studies is the issue of informed consent. Exempt projects have a con-
sent process but are not required to meet the documentation or other
requirements for consent as detailed in 45 CFR 46.116 and 45 CFR
46.117 criteria. A waiver of consent or waiver of documentation of
consent is not necessary; instead, participant consent may be achieved
through distribution of information sheets.

If a study contains personally identifiable information, there is an in-
creased risk of harm, so the study will likely be considered non-exempt.
Non-exempt review includes a regulatory requirement for the IRB to re-
view consent. For example, with a non-exempt study that proposes to
use administrative data that was obtained without consent, the IRB has
to determine whether consent is needed at the point of the research or
whether it can be waived. The standard regulatory requirement for all
HR is for there to be an informed consent process and a signed written
document. For the IRB to waive consent, there are specific regulatory
criteria—all of which must be met. Researchers must address in their
study protocol the following criteria as part of a rationale for the re-
quest for the IRB to waive consent 45 CFR 46.116(f) (3):

i. “The research involves no more than minimal risk.” Researchers
should use the regulatory definition of minimal risk (see section
4.6) in a study specific way in the rationale for the request for a
waiver. There is no option for waiver of consent for studies deter-
mined to be greater than minimal risk.

ii. “The research could not practicably be carried out without the re-
quested waiver or alteration.” This refers to the research design.
Often there is not a reasonable or feasible way to ask hundreds
of people for the consent to use their administrative or other pre-
existing data that have been or will be collected over time, because
the current research team does not have access to the individuals
from which the data were originally collected. The more distant
the researcher is from the initial collection of the data, the more
likely an IRB will grant a waiver of consent based on this criterion,
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iii.

iv.
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provided there is a robust data protection plan.

“If the research involves using identifiable private information.. .,
the research could not practicably be carried out without using
such information... in an identifiable format.” While similar to
practicability, this criterion relates more directly to the retention
and use of identifiers. From an IRB perspective, this is usually the
key part of the ethical deliberation to waive consent for identifiable
private information. While the IRB will typically respond more fa-
vorably if the researcher plans not to retain identifiers, sometimes
the identifiers are needed to connect different data files and data
collected over time. For instance, randomized controlled trials of-
ten remove but store the identifying information separately from
the rest of the data so that subjects can be reidentified in the fu-
ture as needed, such as in the case of adverse events that need to
be remedied. If the identifiers need to be retained, the IRB simply
requires the researcher to provide the rationale for why the identi-
fiers are needed and the plan for how the identifiers, or the key to
the identifiers, will be kept separate from the actual data. It is also
useful to provide a plan for the end-of-study removal of identifiers.
“The waiver or alteration will not adversely affect the rights and
welfare of the subjects.” People have a fundamental right to con-
sent to participate in research. In order to provide a rationale for
why a waiver of consent does not affect rights and welfare, the
protocol needs to address the issue of protection of privacy of the
individual and confidentiality of the data. For example, depend-
ing on the original source of the contact information, it could be
ethically feasible to justify a waiver consent for using retrospective
data to identify potential participants for recruitment to research.
Similarly, if all the other elements are addressed and the raw data
are to be de-identified (if the benefit of the study is greater than
the risk to participants of using their information without consent)
this could be a circumstance when rights and welfare would not
be placed at risk. Alternatively, when a wavier could adversely
affect rights and welfare, it is unlikely to be granted. For exam-
ple, in a situation where the research poses greater than a minimal
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risk to the subjects and the researchers are performing a direct in-
tervention or otherwise interacting with the subjects, the subjects
are available and there are no logistical hurdles to obtaining the
waiver of consent. Similarly, it would be unusual for an IRB to
waive a parent’s right to consent (give permission) for their minor
child to participate in research because parents, as guardians for
their children, have a fundamental right to determine consent for
the child to participate in research. Although waiving parent per-
mission is not a welfare issue per se, waiving parent permission
could be considered to negatively affect the parent’s rights.

. “Whenever appropriate, the subjects or legally authorized repre-
sentatives will be provided with additional pertinent information
after participation.” Access to participants after the study depends
entirely on the research project. In a study that performs primary
data collection, notifying participants through some sort of report
or posting on a website may be feasible. However, it can also be
true that providing a summary to participants is not possible due
to passage of time, or is not appropriate due to the relevance of the
findings to the individual. This can happen with a project where
the researchers do not have direct access to the subjects in the data,
as can be the case for studies only using administrative data. Fea-
sibility and appropriateness are considered by the IRB when deter-
mining whether researchers need to provide additional information
to the subjects of a study:.

All of these criteria for granting a waiver of consent use the regulatory

“and,” meaning that all criteria must be addressed. Researchers who

are requesting a waiver of consent need to be proactive about address-
ing all five of the criteria.

4.7 Strategies for Communicating with the IRB

Working with the IRB should be a collaborative process. While the
IRB’s authority to approve or reject proposed research projects may

frustrate researchers, it is important to emphasize that the purpose
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of the IRB is to protect participants and ensure that human research

meets the requisite ethical and regulatory criteria.

At any given time, IRB staff are reviewing potentially hundreds of

projects from different disciplines, with differing funding sources, and
with different regulatory requirements. A project protocol that clearly
and directly addresses the criteria from the perspective of the IRB will
undergo a more efficient and effective review process.

Communicating effectively and constructively with the IRB is key to

getting studies reviewed in a productive and timely manner. The fol-

lowing are some strategies for communicating with an IRB:

1.
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The protocol templates required by IRBs are constructed to address
the ethical and regulatory considerations that must be present for
IRB approval. Although protocol templates may vary between IRBs
in terms of format and the order of the elements, they are all de-
signed to collect the information required to consider any project
in light of the 45 CFR 46.111 criteria.

Because IRBs must consider whether a project is exempt or non-
exempt, it is important to focus particular attention on the specific
interactions with participants and/or their identifying information.
The IRB is less concerned about the theory underlying the purpose
of the project and more focused on the risks to participants. This
includes needing specific detail of the how, when, why, and where
of interactions with participants or their identifying information.

. The protocol should indicate whether current study staff are re-

lated or unrelated to the original collection of the data. The proto-
col should be specific about who is doing what on the study.

The IRB needs to know the details of the data collection, access,
storage, and management of any retrospective or prospective data
used by the research project. There should be data collection in-
struments or a data dictionary, or both, included with the other
study documents. If the information collected is identifiable and
sensitive, there needs to be commensurate plan for mitigating risk
of harm to the participants.

. The protocol should address what identifiers will be collected, re-

ceived, or accessed by the study team. In addition, the retention of
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identifiers over the life of the project must be addressed. The IRB
will focus on the risk associated with retaining identifiers as well as
the risk associated with re-identification of de-identified data. The
IRB will also want to know about the risk to participants associated
with combining multiple data sets.

. If the study is collaborative or multi-site, there needs to be a de-
scription of what each collaborator and site is doing on the project
and a specific articulation of what each collaborator is doing in
terms of IRB review. Questions that should be addressed include:
what part of the research is happening at what institution, orga-
nization, or country, and by whom? If all institutions or organiza-
tions are doing the same thing, who is conceptually in charge of the
research? For studies subject to the Revised Common Rule’s Coop-
erative Research Provision (45 CFR 46.114), which institution will
be the IRB of record?

. Identify the type of data sharing agreement and the process for
establishing it. The process will vary by institution or organization,
so researchers should know what policies and procedures apply.
The data sharing agreement is not an IRB function, but it can affect
the IRB process.

. Every protocol submitted to the IRB for review stands on its own
merit and every IRB has their own way of applying the regula-
tions. Just because one IRB found a project to be exempt, does not
mean that another IRB will find the same. Similarly, even within
the same IRB, just because one reviewer determined that a project
did not need IRB review, that does not mean that another reviewer
would come to the same conclusion. Consistency within and be-
tween IRBs is a challenge, especially with complicated research:
the collaborative process is therefore an important feature. The
more information the IRB has to work with, the more consistent
the results of the review.

The part of a protocol that relates to the use of administrative data

is often easy to write and fast to review if it contains all the relevant

information. Researchers facing pushback from an IRB should be able

to have a dialogue with the reviewers where the IRB can explain its
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decisions and why it is making certain recommendations or requesting
specific protections.

The goal of this chapter has been to provide a practical guide to re-
searchers and other stakeholders on managing IRB procedures. It is
important to emphasize that while this chapter addresses a wide vari-
ety of potential problems and concerns, in practice almost every uni-
versity where research takes place has a well-functioning IRB, which
performs the critical, but typically routine, work of providing oversight
of research. Nearly all research proposals are able to satisfy IRB con-
cerns, though they may sometimes require some adjustment to satisfy
the principals laid out above.
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Appendix

A data-only protocol template can be found in the Online Ap-
pendix at admindatahandbook.mit.edu/book/v1.0/irb.html
#irb-appendix.
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CHAPTER 5

Balancing Privacy and Data
Usability: An Overview of
Disclosure Avoidance Methods

lan M. Schmutte (University of Georgia)

Lars Vilhuber (Cornell University)

5.1 Introduction

The purpose of this Handbook is to provide guidance on how to en-
able broader but ethical and legal access to data. Within the Five Safes
framework (Desai, Ritchie and Welpton, 2016), data providers need
to create safe data that can be provided to trusted safe people for use
within safe settings (chapter 2), subject to legal and contractual safe-
guards (chapter 3). Related, but distinct, is the question of how to
create safe outputs from researchers’ findings before those findings fi-
nally make their way into the public through, for example, policy briefs
or the academic literature. The processes used to create safe data and
safe outputs (manipulations that render data less sensitive and there-
fore more appropriate for public release) are generally referred to as
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statistical disclosure limitation (SDL).! This chapter will describe tech-
niques traditionally used within the field of SDL, pointing at methods
as well as metrics to assess the resultant statistical quality and sensi-
tivity of the data. Newer approaches, generally referred to as formal
privacy methods, are described in chapter 6.

At their core, SDL methods prevent outsiders from learning too much
about any one record in the data (Dalenius, 1977) by deliberately and
judiciously adding distortions. Ideally, these distortions maintain the
validity of the data for statistical analysis but strongly reduce the abil-
ity to isolate records and infer precise information about individual
people, firms, or cases. In general, it is necessary to sacrifice validity
in order to prevent disclosure (Goroff, 2015; Abowd and Schmutte,
2015). It is therefore important for data custodians to bear this trade-
off in mind when deciding whether and how to use SDL.

One key challenge for implementing privacy systems lies in choosing
the amount or type of privacy to provide. Answering this question
requires some way to understand the individual and social value of
privacy. Abowd and Schmutte (2019) discuss the question of optimal
privacy protection (see also Hsu et al., 2014 in the specific context
of differential privacy). For an illustration, see Spencer and Seeskin
(2015), who use a calibration exercise to study the costs (measured
in misallocated congressional seats) of reduced accuracy in population
census data.

Part of the social value of privacy arises from its relationship to sci-
entific integrity. While the law of information recovery suggests that
improved privacy must come at the cost of increased error in published
statistics, these effects might be mitigated through two distinct chan-
nels. First, people may be more truthful in surveys if they believe their
data are not at risk (Couper et al., 2008). Second, work in computer
science and statistics (Dwork et al., 2015; Dwork and Ullman, 2018;
Cummings et al., 2016) suggests a somewhat surprising benefit of dif-
ferential privacy: protection against overfitting.

!Other terms sometimes used are “anonymization” or “de-identification,” but as
this chapter will show, de-identification is a particular method of SDL, and anonymiza-
tion is a goal, never fully achieved, rather than a method.

146



Using Administrative Data for Research and Evidence-Based Policy

There are three factors that a data custodian should bear in mind when
deciding whether and how to implement an SDL system in support
of making data accessible. First, it is necessary to clarify the specific
privacy requirements based on the nature of the underlying data, in-
stitutional and policy criteria, and ethical considerations. In addition,
the custodian, perhaps in consultation with users, should clarify what
sorts of analyses the data will support. Finally, SDL is often part of a
broader system to protect sensitive data that can also involve access re-
strictions and other technical barriers. The broader system may allow
for less stringent SDL techniques when providing data to researchers
in secure environments than would be possible if data were to be re-
leased as unrestricted public use data.? This implies that the chapter
will not provide a recommendation for a “best” method, since no such
globally optimal method exists in isolation.

Rather, this chapter provides an overview of the concepts and more
widely used methods of SDL. Relative to other primers that cover sim-
ilar material, this text focuses more closely on the advantages and dis-
advantages of various methods from the perspective of data users. This
chapter can serve as a reference that data providers and data users can
employ to discuss which forms of SDL are appropriate and will sat-
isfy the needs of both parties. In particular, there is a focus on how
common SDL tools affect different types of statistical analysis as well
as the kind of confidentiality protections these tools support, drawing
heavily on Abowd and Schmutte (2015). SDL is a broad topic with a
vast literature, starting with Fellegi (1972). Naturally, this brief sum-
mary is not a replacement for the textbook treatment of SDL in Dun-
can, Elliot and Salazar-Gonzalez (2011). Finally, SDL methods must be
implemented and deployed, and the chapter provides pointers to exist-
ing off-the-rack tools in a variety of platforms (Python, R, and Stata).
Readers might also consult other summaries and guides, such as Du-
priez and Boyko (2010), World Bank (n.d.), Kopper, Sautmann and
Turitto (2020), and Liu (2020).

2Chapter 7 on the RDC-IAB provides a good illustration of how various SDL meth-
ods are combined with different access methods to provide multiple combinations of
analytic validity and risk of disclosure.
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5.2 Purpose of Statistical Disclosure Limitation
Methods: Definitions and Context

A clear and precise sense of what constitutes an unauthorized disclo-
sure is a prerequisite to implementing SDL. Are all data items equally
sensitive? How much more should one be able to learn about certain
classes of people, firms, villages, etc.? Note that even when trusted
researchers (safe people) can be sworn to secrecy, the ultimate goal is
to publish using information gleaned from the data, and the final au-
dience can never be considered trusted.>

The key concepts are privacy and confidentiality. Privacy can be
viewed, in this context, as the right to restrict others’ access to
personal information, whether through query or through observation
(Hirshleifer, 1980). Confidentiality pertains to data that have already
been collected and describes the principle that the data should not
be used in ways that could harm the persons that provided their
information.

7 3

For example, Ann, who is asked to participate in a study about
health behaviors, has a privacy right to refuse to answer a ques-

tion about smoking. If she does answer the question, it would
breach confidentiality if her response was then used by an in-
surance company to adjust her premiums (Duncan, Jabine and
de Wolf, 1993).

Harris-Kojetin et al. (2005) define disclosure as the “inappropriate at-
tribution of information to a data subject, whether an individual or
an organization” (Harris-Kojetin et al., 2005, p. 4). They proceed to
describe three different types of disclosure. An identity disclosure is
one where it is possible to learn that a particular record or data item
belongs to a particular participant (individual or organization). An at-
tribute disclosure happens if publication of the data reveals an attribute

°In the United States, 62% of individuals are aware (and possibly resigned) that
government and private companies collect data on them, and seem to believe that
there is little benefit to them of such collection: 81% think so when companies do the
data collection, and 66% when the government does so (Auxier et al., 2019).
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of a participant. Note that an identity disclosure necessarily entails at-
tribute disclosure, but the reverse is not the case.

In the hypothetical health study, if Ann responds that she is a
smoker, an identity disclosure would mean someone can deter-
mine which record is hers and therefore can also learn that she
is a smoker—an attribute disclosure. However, an attribute dis-
closure could also occur if someone knows that Ann was in the
study, they know that Ann lives in a particular zip code, and
the data reveal that all participants from that zip code are also
smokers. Her full record was not revealed, but confidentiality
was breached all the same.

With these concepts in mind, it is necessary to ask whether it is suffi-
cient to prevent blatant all-or-nothing identity or attribute disclosures:
usually not, as it may be possible to learn a sensitive attribute with
high, but not total, certainty. This is called an inferential disclosure
(Dalenius, 1977; Duncan and Lambert, 1986).

Suppose Ann’s health insurer knows that Ann is in the data and
that she lives in a particular zip code. If the data have 100
records from that zip code and 99 are smokers, then the insurer
has learned Ann’s smoking status with imperfect but high preci-
sion.

In addition to deciding what kinds of disclosure can be tolerated and to
what extent, in many cases it may also be meaningful to decide which
characteristics are and are not sensitive. Smoking behavior may nowa-
days be regarded as sensitive, but depending on the context, gender
might not be. In the case of business data, total sales volume or total
payroll are highly sensitive trade secrets.

Generally, the county in which the business is located or the industry
in which the business operates might not be sensitive, but consider a
survey of self-employed business people: the location of the business
might be the home address, which might be considered highly sensi-
tive. These decisions on what is sensitive affect the implementation of
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a privacy protection system.*

However, additional care must be taken because variables that are not
inherently sensitive can still be used to isolate and identify records.
Such variables are sometimes referred to as quasi-identifiers and they
can be exploited for re-identification attacks. In business data, if the
data show that there is only one firm operating in a particular county
and sector, then their presence inherently leads to identity disclosure.
Many of the traditional approaches to SDL operate in large part by
attempting to prevent re-identification.” Garfinkel (2015) discusses
techniques for de-identifying data and the many ways in which mod-
ern computing tools and a data-rich environment may render effective
de-identification impossible, reinforcing the growing need for formal
privacy models like differential privacy.

SDL methods may be required for legal and ethical reasons. Insti-
tutional review boards (IRBs) require that individual’s well-being be
protected (see chapter 4 on IRBs). Legal mandates may intersectwith
ethical concerns, or prescribe certain (minimal) criteria. Thus, the US
Health Insurance Portability and Accountability Act of 1996 (HIPAA)
(U.S. Department of Health & Human Services, n.d.) has precise defi-
nitions of variables that need to be removed in order to comply with the
law’s mandate of de-identification (Department of Health and Human
Services, 2012). The European Union General Data Protection Regu-
lation (GDPR) came into effect in 2018 and has defined both the way
researchers can access data and the requirements for disclosure limi-
tation (Cohen and Nissim, 2020; Greene et al., 2019; Molnar-Gabor,
2018). Similar laws are emerging around the world and will define
both minimal requirements and limits of SDL and other access con-
trols. The California Consumer Privacy Act (CCPA) (Marini, Kateifides
and Bates, 2018) and the Brazilian Lei Geral de Protecdo de Dados
(LGPD) (Black, Ramos and Biscardi, 2020) came into effect in 2020,

“There is a large and robust literature in economics on the value of privacy. For an
overview of ideas in this literature, we recommend Varian (2002) and Acquisti, Taylor
and Wagman (2016).

>Thus the occasional reference to methods as de-identification or anonymization,
though these terms can sometimes be misleading in regard to what they can actually
achieve.
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and India is currently considering such a law (Panakal, 2019).

Finally, note that there is a parallel concept of non-statistical disclo-
sure limitation that is a complementary part of secure data dissemina-
tion. This applies to the metadata—Ilike codebooks, data descriptions,
and other summary information—that can leak potentially sensitive
information. For example, data documentation might reveal that only
certain geographic areas were included in a particular collection, in-
formation that could be used as an element in a re-identification at-
tack. While typically not considered quantitative disclosure avoidance,
some of the same concepts described here can apply to such metadata
as well. For instance, removing mention of the collection area from
the documentation is akin to suppression, while only revealing broad
regions of data collection is akin to coarsening.

5.3 Methods

There are many different SDL methods, and the decision of which to
use depends on what needs to be protected, how their use will affect
approved analyses, and their technical properties. At a high level, think
of an SDL system as a mechanism that takes the raw confidential data,
D, as inputs and produces a modified data set, D. The researcher then
conducts their analysis with the modified D. Ideally, the researcher can
do their analysis as planned, but the risk of disclosure in D is reduced.

Researchers generally need to consider all of the design features that
went into producing the data used for an analysis. Most already do so
in the context of surveys where design measures are incorporated into
the analysis—often directly in software packages. Some of these ad-
justments may already take into account various SDL techniques. Tra-
ditional survey design adjustments can consider sampling. Some forms
of coarsening may already be amenable to adjustment using various
clustering techniques (Moulton, 1986; Cameron and Miller, 2015).

More generally, the inclusion of edits to the data done in service of dis-
closure limitation is less well supported by, and less well integrated in,
standard research methods. Abowd and Schmutte (2015) argue that
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the analyses of SDL-laden data are inherently compromised because
the details of the SDL protections cannot be disclosed. If the details
cannot be disclosed, the consequences for inference are unknowable
and, as they show, may be substantial. Regression models, regression
discontinuity designs, and instrumental variables models are gener-
ally affected when SDL is present. The exact nature of any bias or
inconsistency will depend on whether SDL was applied to explanatory
variables, dependent variables, instruments, or all of the above. Fur-
thermore, it is not always the case that SDL induces an attenuating
bias.

With these goals in mind, following Abowd and Schmutte (2015), this
chapter distinguishes between ignorable and non-ignorable SDL sys-
tems. Briefly, SDL is ignorable for a particular analysis if the analysis
can be performed on the modified data, D, as though it were the true
data. In a non-ignorable analysis, the result differs in some material
way when D is substituted for D. When the SDL method is known,
then it may be possible for the researcher to perform an SDL-aware
analysis that corrects for non-ignorability. However, SDL methods are
generally not ignorable except in certain specific applications.

The chapter briefly outlines several of the methods most commonly
used within national statistical offices. For interested readers, Harris-
Kojetin et al. (2005)® describe how SDL systems are implemented in
the US statistical system, while Dupriez and Boyko (2010) offers a
more multinational perspective.

5.3.1 De-ldentification

In general, it is good practice to remove any variables from the
data that are not needed for data processing or analysis and that
could be considered direct identifiers. This is often referred to as de-
identification. What constitutes “direct identifiers” may differ on the
context, but generally comprises any variable that might directly link
to confidential information: names, account or identifier numbers, and

®As of the writing of this chapter in August 2020, WP22 is being revised and up-
dated, but has not yet been published.
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sometimes exact birth dates or exact geo-identifiers.” HIPPA defines
sixteen identifiers that must be removed in order to comply with the
law. It may be necessary to preserve identifiers through parts of the
data processing or analysis if they are key variables needed for record
linking. In field experiments, the identities of treatment and control
units may need to be merged with an administrative data set. It is also
sometimes necessary to use direct identifiers to link records between
surveys and administrative data, or precise geographic coordinates
may be needed to compute distances as part of the analysis. If
possible, the data provider should facilitate record linking while the
data are secure and before they are shared with the research team.

5.3.2 Suppression

Suppression is perhaps the most common form of SDL and one of the
oldest (Fellegi, 1972). In their most basic form, suppression rules work
as follows:

1. Model the sensitivity of a particular data item, table cell, or obser-
vation (disclosure risk).

2. Do not allow the release of data items that have excessive disclo-
sure risk (primary suppression).

3. Do not allow the release of other data from which the sensitive
item can be calculated (complementary suppression).

Suppression rules can be applied to microdata: the sensitive observa-
tions are removed from the microdata, or to tabular data, where the
relevant cells are suppressed.

In the case of business microdata, a firm that is unique in its county
and industry might be flagged as having high disclosure risk and elim-
inated from the data. Another less damaging possibility is that just the
sensitive attributes are suppressed, so a researcher would still know
that there was a firm operating in that industry and location but not
the other attributes. For tabular data, the principle is the same. Con-
tinuing with the business application, suppose there is one large firm

’See guidance in World Bank (n.d.) and Kopper, Sautmann and Turitto (2020).
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and several smaller competitors in a given industry and location. If the
cell is published, it might be possible for its local competitors to learn
the receipts of the dominant firm to a high degree of precision.

Cell suppression rules based on this sort of reasoning are called p-
percent rules, where p describes the precision with which the largest
firm’s information can be learned. A conservative estimate of this oc-
curs when the largest firm’s value is (1-p)% of the cell’s value.

A variant of this rule takes into account prior precision q (the “pq per-
cent rule”). Another rule is known as the n,k rule: a cell is suppressed
if n or fewer entities contribute k percent or more of the cell’s value.
These rules are frequently applied to statistics produced by national
statistical agencies (Harris-Kojetin et al., 2005). Simpler rules based
entirely on cell counts are also encountered, for instance, in the Health
and Retirement Study (Health and Retirement Study, n.d.). Tables
produced using HRS confidential geo-coded data are only allowed to
display values when the cell contains three or more records (five for
marginal cells).

If a cell in a contingency table is suppressed based on any one of these
rules, it’s original value could be backed out by using the information
in the table margins and the understanding that table cells need to
sum up to their margins. Some data providers therefore require that
additional cells are suppressed to ensure this sort of reverse engineer-
ing is not possible. Figuring out how to choose these complementary
suppressions in an efficient manner is a non-trivial challenge.

In general, cell suppression is not an ignorable form of SDL. It re-
mains popular because it is easy to explain and does not affect the
un-suppressed cells.

Data suppression is clearly non-ignorable, and it is quite difficult to
correct for suppression in an SDL-aware analysis.® The features of
the data that lead to suppression are often related to the underlying
phenomenon of interest. Chetty and Friedman (2019) provide a clear

80ne approach is to replace suppressed cells with imputed values, and then treat
the data as multiply-imputed.
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illustration. They publish neighborhood-level summaries of intergen-
erational mobility based on tax records linked to Census data. The
underlying microdata are highly sensitive, and to protect privacy the
researchers used a variant of a differentially privacy model. Chetty
and Friedman show that if they had instead used a cell suppression
rule, the published data would be misleading with respect to the rela-
tionship between neighborhood poverty and teen pregnancy, because
both variables are associated with neighborhood population. Hence,
the missingness induced by cell suppression is not ignorable.

Suppression can also be applied to model-based statistics. For instance,
after having run a regression, coefficients that correspond to cells with
fewer than n cases may be suppressed. This most often occurs when
using dichotomous variables (dummy variables), which represent con-
ditional means for particular subgroups.

In a regression, a researcher includes a set of dummies for in-
teracting occupation and location. When cross-tabulating occu-
pation and location, many cells have less than five observations
contributing to the coefficient. The data provider requires that
these be suppressed.

5.3.3 Coarsening

Coarsening takes detailed attributes that can serve as quasi-identifiers
and collapses them into a smaller number of categories. Computer
scientists call this generalizing, and it is also sometimes referred to as
masking. Coarsening can be applied to quasi-identifiers to prevent re-
identification or to attributes to prevent accurate attribute inference.
When applied to quasi-identifiers, the concern is that an outsider could
use detailed quasi-identifiers to single-out a particular record and learn
to whom it belonged. By coarsening quasi-identifiers, the set of match-
ing records is increased, raising uncertainty about any re-identified in-
dividual’s true identity. In principle, all variables can serve as quasi-
identifiers, and the concept of k-anonymity introduced by Sweeney
(2002) is a useful framework for thinking about how to implement
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coarsening and other microdata SDL. K-anonymity is discussed in sec-
tion 5.4.1.

Coarsening is common in microdata releases. Generally, it may make
sense to consider coarsening variables with heavy tails (earnings, pay-
roll), residuals (truncate range, suppress labels of range). In public-
use microdata from the American Community Survey, geographic areas
are coarsened until all such areas represent at least 100,000 individu-
als (U.S. Census Bureau, 2011). In many data sources, characteristics
like age and income, are reported in bins even when the raw data are
more detailed. Topcoding is a common type of coarsening in which
variables, such as incomes above a certain threshold, are replaced with
some topcoded value (e.g., US$200,000 in the Current Population Sur-
vey). When releasing model-based estimates, rounding (another form
of coarsening) can satisfy statistical best practice (not releasing num-
bers beyond their statistical precision) as well as disclosure avoidance
principles by preventing inferences that could be too precise about spe-
cific records in the data.

Whether coarsening is ignorable or not depends on the analysis to be
performed. Consider the case in which incomes are topcoded above
the 95th percentile. This form of SDL is ignorable with respect to es-
timating the 90th percentile of the income distribution (and all other
quantiles below the 95th). However, coarsening age is not ignorable
if the goal is to conduct an analysis of behavior of individuals around
some age or date-of-birth cutoff. Coarsening rules should therefore
bear in mind the intended analysis for the data and may be usefully
paired with restricted-access protocols that allow trusted researchers
access to the more detailed data. See Burkhauser et al. (2011) for an
example of the impact of topcoding on estimates of earnings inequality.

5.3.4 Swapping

The premise behind the technique of swapping is similar to suppres-
sion. Again, each record is assigned a level of disclosure risk. Then any
high-risk record is matched to a less risky record on a set of key vari-
ables, and all of the other non-key attributes are swapped. The result
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is a data set that preserves the distribution among all the key variables
used for matching. If the original purpose of the data was to publish
cross-tabulations of the matching variables, swapping can produce mi-
crodata that are consistent with those tabulations. This approach is
more commonly used in censuses and surveys of people or households
and rarely used with establishment data.

Swapping is ignorable for analyses that only depend on the match-
ing variables, since the relationships among them will be preserved.
However, swapping distorts relationships among the other variables
and between the matching variables and the other variables. In the
example above, the swapping would be non-ignorable in the context
of a study of how smoking behavior varies across zip codes. In gen-
eral, statistical agencies are not willing to publish detailed information
about how swapping is implemented since that information could be
used to reverse-engineer some of the swaps, undoing the protection.
Hence, SDL-aware analysis may not be possible and inference validity
negatively affected.

For example, consider the hypothetical health study again, and
now suppose the known factors are Ann’s zip code, gender, race,
ethnicity, age, smoking behavior, and the size of her household.
Ann’s record might be classified as high risk if, for example, she
has a very large household relative to the rest of the other re-
spondents who are also from her zip code. If the data are used
to publish summaries of smoking behavior by age, race, and
gender, then Ann’s record would be matched to another record
with the same age, race, gender, and smoking behavior, and the
values of the household size and zip code attributes would be
swapped.

5.3.5 Sampling

Sampling is the original SDL technique. Rather than the full confi-
dential microdata, publishing a sample inherently limits the certainty
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with which attackers can re-identify records. While sampling can pro-
vide a formal privacy guarantee, in modern, detailed surveys, sampling
will not in general prevent re-identification. In combination with other
tools, like coarsening, sampling may be particularly appealing because,
while it is non-ignorable, researchers can adjust their analysis for the
sampling using familiar methods. Sampling is often used in conjunc-
tion with other methods, including with formally private methods, to
amplify the protection provided.

5.3.6 Noise Infusion

Noise infusion can refer to an array of related methods, all of which
involve distorting data with randomly distributed noise. There is a
key distinction between methods where the microdata are infused with
noise (input noise infusion), versus methods where noise is added to
functions or aggregates of the data before publication (output noise
infusion).

Noise infusion was developed as a substitute for cell suppression as
an approach to protecting tabular summaries of business data. Origi-
nally proposed by Evans, Zayatz and Slanta (1998), the basic approach
assigns each microdata unit (a business establishment) a multiplica-
tive noise factor drawn from a symmetric distribution (e.g., centered
on one) and multiplies sensitive (or all) characteristics by that factor.
Tabular summaries can then be made from the distorted characteris-
tics. As cell sizes increase, the distortions applied to each unit average
out. Thus, while small cells may be quite distorted and thus protected,
large cells usually have little distortion. Most cells no longer need to
be suppressed. These approaches are used in the US Census Bureau’s
Quarterly Workforce Indicators (Abowd et al., 2009, 2012) and County
Business Patterns with a truncated distribution. When the noise dis-
tribution is unbounded, for instance Gaussian, noise infusion may be
differentially private (see chapter 6 on differential privacy).

Noise infusion has the advantage that it mostly eliminates the need to
suppress sensitive records or cells, allowing more information to be re-
vealed from the confidential data while maintaining certain confiden-
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tiality protections. Noise infusion also generally preserves the means
and covariances among variables. However, it will always inflate esti-
mated variances and can lead to bias in estimates of statistical models
and in particular regression coefficients. Hence, noise infusion is gen-
erally not ignorable. If the details of the noise distribution can be made
available to researchers, then it is possible to correct analysis for noise
infusion. However, information about the noise distribution can also
help an attacker reverse engineer the protections.

5.3.7 Synthetic Data and Multiple Imputation

Synthetic data generation and multiple imputation are closely related.
In fact, one particular variant of synthetic data as SDL (partially syn-
thetic data) is also known as “suppress and impute” (Little, 1993). Sen-
sitive values for some or all records are replaced by (multiple) impu-
tations. More generally, fully synthetic data (Rubin, 1993) replaces all
values with draws from a posterior predictive distribution, estimated
given the confidential data. For an overview, see Raghunathan, Reiter
and Rubin (2003), Little, Liu and Raghunathan (2004), and Drechsler
(2011).

Synthetic data have been used in the Federal Reserve Board’s Survey
of Consumer Finances to protect sensitive income values (Kennickell,
1998), and in the US Census Bureau’s American Community Survey
microdata to protect data from group quarters such as prisons and
university residences (Hawala and Rodriguez, 2009). The US Cen-
sus Bureau’s LODES data, included in the OnTheMap application, uses
synthetic household data (Machanavajjhala et al., 2008). Synthetic
data can be used in conjunction with validation servers: researchers
use the synthetic data to create complex model-based estimation and
then submit their analysis to a remote server with access to the confi-
dential data for validation of the results. Such a mechanism has been
used by the US Census Bureau in collaboration with Cornell Univer-
sity for confidential business microdata (Kinney et al., 2011) and for
survey data combined with administrative data (Abowd, Stinson and
Benedetto, 2006). The term is sometimes used as well for test data
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for remote submission systems, which typically makes no claims as to
the validity; it is simply constructed to replicate the data schema of the
confidential data to test statistical code.

5.3.8 Examples of SDL Methods

Table 5.1 shows how the various methods can be combined, drawing
on examples both from this Handbook as well as from other frequently
used data sources.

5.4 Metrics

The design of an SDL system depends on determinations about what
constitutes an acceptable level of disclosure risk, balanced with the
proposed uses of the data. There are many different ways to describe
and measure disclosure risk. A commonality these systems share is the
ability to determine the uniqueness of a record, or combination of at-
tributes in the data, that then intuitively predicts the ease with which
a record could be distinguished to re-identify the respondent (perhaps
aided by a linked data set). Likewise, there are many different ways to
assess whether the released data are suitable, or fit, for their intended
use. These quality measures are often based on how closely the re-
leased data match the true data on certain statistical summaries, and it
will be important for researchers and data custodians to agree on what
are the most relevant summaries.

5.4.1 Disclosure Risk

Early definitions of disclosure risk were based on rules and guidelines
derived from institutional knowledge, assessment of summary mea-
sures, and re-identification experiments (Harris-Kojetin et al., 2005).
Statisticians have subsequently developed more formal models to mea-
sure risk of re-identification for specific types of publication and with
particular threat models. For instance, Shlomo and Skinner (2010)
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Table 5.1: Summary of SDL methods
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model re-identification risk in survey microdata when an attacker is
matching on certain categorical variables.

Recently, computer scientists and statisticians have introduced more
general concepts of disclosure risk and data privacy. Latanya Sweeney
proposed the concept of k-anonymity (Sweeney, 2002) which defines
disclosure risk in terms of the number of records that share the same
combination of attributes. If a single record is uniquely identified by
some combination of attributes, disclosure risk is high. Sweeney says
that a data set can be called k-anonymous if for all feasible combina-
tions of attributes, at least k records have that combination. Intuitively,
increases in k reduce the risk that observations can be singled out by
linking other data sets that contain the same attributes. The concept of
k-anonymity can provide some guidance when thinking about how to
implement the SDL systems described above. For example, if records
are uniquely identified by age, race, and gender, then one might col-
lapse age into brackets until there are at least £ > 1 records for each
such combination.

However, k-anonymity does not protect against attribute disclosure. If
all k£ observations with the same combination of attributes also share
the same sensitive attribute, for example, smoking behavior, then the
published data do not fully prevent disclosure of smoking behavior.
Recognizing this, Machanavajjhala et al. (2007) introduce the concept
of ¢-diversity. The idea is that whenever a group of records are identical
on some set of variables, there must be a certain amount of heterogene-
ity in important sensitive traits. If a certain group of records matches
on a set of quasi-identifiers and also all share the same smoking sta-
tus, then to achieve /-diversity, one might alter the reported smoking
behavior of some fraction (¢) of the records—a form of noise infusion.

5.4.2 Data Quality

When the released data or output are tabular (histograms, cross-
tabulations) or are a limited set of population or model parameters
(means, coefficients), a set of distance-based metrics (so-called “/,
distance” metrics) can be used to compare the quality of the perturbed
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data. Note that this is a specific metric, as it is limited to those
statistics taken into account—the data quality may be very poor in
non-measured attributes! For p = 1, the ¢; distance is the sum of
absolute differences between the confidential and perturbed data. For
p = 2, the /5 distance is the sum of squared differences between the
two data sets (normalized by n the number of observations, it is the
Mean Squared Error, MSE).

In settings where it is important to measure data quality over an entire
distribution, the Kullback-Leibler (KL) divergence measure can also be
used. The KL-divergence is related to the concept of entropy from
information theory and, loosely, measures the amount of surprise as-
sociated with seeing an observation drawn from one distribution when
one expected them to come from another distribution. Other metrics
are based on propensity scores (Woo et al., 2009; Snoke et al., 2018).
More specific measures will often compare specific analysis output, a
task that is quite difficult to conduct in general. Reiter, Oganian and
Karr (2009) propose to summarize the difference between regression
coefficients when analyses can be run on both confidential and pro-
tected data in the context of verification servers.

5.5 Tools

For data providers faced with the need to start providing safe data
for use by external researchers, a growing number of software pack-
ages are available that implement the methods described in this chap-
ter. The Inter-university Consortium for Political and Social Research
(ICPSR) has a checklist that may be of use in early development of an
SDL system (ICPSR, 2020). The listing of tools below is incomplete
but will provide practitioners with a place to start. A fully developed
SDL system will have unique requirements and may require custom
programming. Nevertheless, many tools are useful across a wide range
of applications.

Statistics Netherlands maintains the ARGUS software for SDL (Hun-
depool and Willenborg, 1998), including 7-ARGUS to protect tabular
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data (De Wolf, 2018), and u-ARGUS for protecting microdata (Hunde-
pool and Ramaswamy, 2018). The software appears to be widely used
in statistical agencies in Europe. An open-source R package, sdcMicro,
implements a full suite of tools needed to apply SDL, from computa-
tion of risk measures, including k-anonymity and ¢-diversity, to imple-
mentation of SDL methods and the computation of data quality mea-
sures (Templ, Kowarik and Meindl, 2015; Templ, Meindl and Kowarik,
2020).

Simpler tools, focusing on removing direct identifiers, can be found at
J-PAL for Stata (stata_PII_scan) and R (PII-scan), and at Innovations
for Poverty Action (IPA) for Python or Windows (PII_detection) (J-PAL,
2020b,a; Innovations for Poverty Action, 2020).

A number of R packages facilitate generation of synthetic data. Raab,
Nowok and Dibben (2016) and Nowok, Raab and Dibben (2016) pro-
vide synthpop, a flexible and up-to-date package with methods for
generating synthetic microdata. The R package simPop (Templ et al.,
2019) can also generate synthetic populations from aggregate data,
which can be useful for testing SDL systems on non-sensitive data. In
some cases, one might also consider using general-purpose software
for multiple imputation for data synthesis.’

Many of the methods described in this chapter are technical and re-
quire statistical and programming expertise. If that expertise is not
already available among staff, some institutions provide guidance to
researchers who wish to apply SDL techniques.

5.6 Conclusion

There is now a greater demand for all kinds of data. More than ever
before, scholars and analysts have the tools to use data to better under-
stand the economy and society and to inform policy. Alongside these
advances, data custodians find themselves under pressure to make
databases available to outsiders. However, the pressure to make data

°See “Multiple imputation in Stata” or the mice package in R (Buuren and
Groothuis-Oudshoorn, 2011).
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available is not always accompanied by the resources, tools, or exper-
tise needed to do so safely.

The same advances driving these new demands have a darker side.
Computing power together with the availability of detailed outside
data make it easier than ever for attackers to exploit improperly
protected data. Therefore, when making data available for research,
agency stewards must take great care to also protect the subjects in
the data. This chapter provides an overview of techniques traditionally
used to modify the data to achieve that goal. There is a legitimate
concern that some of the methods discussed here cannot protect
against all possible attacks made possible with modern computing
power. Those concerns animate the discussion of formal methods that
yield provable privacy guarantees elsewhere in this Handbook.
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Designing Access with
Differential Privacy

Alexandra Wood (Harvard University)

Micah Altman (Massachusetts Institute of Technology)
Kobbi Nissim (Georgetown University)
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6.1 Introduction and Overview

This chapter explains how administrative data containing personal in-
formation can be collected, analyzed, and published in a way that en-
sures the individuals in the data will be afforded the strong protections
of differential privacy.

It is intended as a practical resource for government agencies and re-
search organizations interested in exploring the possibility of imple-
menting tools for differentially private data sharing and analysis. Us-
ing intuitive examples rather than the mathematical formalism used in
other guides, this chapter introduces the differential privacy definition
and the risks it was developed to address. The text employs modern
privacy frameworks to explain how to determine whether the use of
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differential privacy is an appropriate solution in a given setting. It
also discusses the design considerations one should take into account
when implementing differential privacy. This discussion incorporates
a review of real-world implementations, including tools designed for
tiered access systems combining differential privacy with other disclo-
sure controls presented in this Handbook, such as consent mechanisms,
data use agreements, and secure environments.

Differential privacy technology has passed a preliminary transition
from being the subject of academic work to initial implementations by
large organizations and high-tech companies that have the expertise
to develop and implement customized differentially private methods.
With a growing collection of software packages for generating differ-
entially private releases from summary statistics to machine learning
models, differential privacy is now transitioning to being usable more
widely and by smaller organizations.

6.1.1 Organization of this Chapter

We place differential privacy in a general framework—introduced by
Altman et al. (2015) and an alternative to the Five Safes framework
(Desai, Ritchie and Welpton, 2016) used throughout this Handbook—
that involves selecting combinations of statistical, technical, and ad-
ministrative controls to mitigate risks of harm to individuals resulting
from access to data. The framework discusses differential privacy as an
approach to employ together with other tools, including consent mech-
anisms, data use agreements, and secure environments. Some of the
content in this chapter (Sections 6.1-6.3) is excerpted from, adapted
from, or otherwise based, in part, on Wood et al. (2018) and Altman
et al. (2015).

The chapter is organized as follows: Section 6.2 explains the differ-
ential privacy guarantee in more detail using stories to illustrate what
differential privacy does and does not protect. Section 6.3 places differ-
ential privacy in a general framework of complementary privacy con-
trols and characterizes principles for selecting differential privacy in
conjunction with other controls. These principles include calibrating
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privacy and security controls to the intended uses and privacy risks as-
sociated with the data, and anticipating, regulating, monitoring, and
reviewing interactions with data across all stages of the lifecycle (in-
cluding the post-access stages), as risks and methods will evolve over
time. Section 6.4 presents succinct summaries of several deployment
cases. These provide selected concrete examples of data dissemination
that illustrate some key design choices and their implications.

More technical discussions of several topics are included in an exten-
sive online appendix. A discussion of different technical approaches to
disseminating data with differential privacy can be found in Appendix
A, which also characterizes the key design choices and trade-offs across
them. Appendix B elaborates on the implications of differential privacy
for data collection, use, and dissemination with a special emphasis
on how differential privacy affects data collection and data repository
practice and policy. Appendix C provides a list of selected tools and
resources for implementing differential privacy protections.

Section 6.2 is recommended for policymakers as well as for analysts
and communications professionals seeking to explain differential pri-
vacy to policymakers, data users, and data subjects. Sections 6.3 and
6.4, in combination with Appendix B, are recommended for organi-
zational directors and principal investigators responsible for identify-
ing where differential privacy is appropriate as part of a project or
organization-level data-protection strategy. Appendices A, B, and C are
recommended for those with a technical background aiming to design
and deploy differential privacy addressing specific data dissemination
requirements.

6.1.2 Motivation: Formal Guarantees are Needed to
Protect Data against Growing Privacy Risks

Government agencies and research organizations are utilizing increas-
ingly greater quantities of personal information about individuals over
progressively longer periods of time. Powerful analytical capabilities,
including emerging machine learning techniques, are enabling the
mining of large-scale data sets to infer new insights about human
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characteristics and behaviors and driving demand for large-scale data
sets for scientific inquiry, public policy, and innovation. These factors
are also creating heightened risks to individual privacy.

A number of measures have been developed for sharing sensitive data
while protecting the privacy of individuals. These interventions encom-
pass a wide range of legal, procedural, and technical controls, from
providing access to only trusted researchers, using data enclaves, and
imposing restrictions as part of data use agreements, among others.
One category of controls is a collection of statistical disclosure limitation
(SDL) techniques, which are widely adopted by statistical agencies, re-
search organizations, and data analysts to analyze and share data con-
taining privacy-sensitive information with the aim of preventing users
of the data from learning personal information pertaining to an indi-
vidual. Statistical disclosure limitation encompasses a wide range of
methods for suppressing, aggregating, perturbing, swapping, and gen-
eralizing attributes of individuals in the data.! SDL techniques are
often applied with the explicit goal of de-identification (i.e., redacting
or coarsening data with the goal of increasing the difficulty of linking
an identified person to a record in a data release).?

Differential privacy is motivated by an ever-growing number of real-
world examples of data releases that were thought to be sufficiently
protective of privacy but were later shown to carry significant privacy
risks. Over time, changes in the way information is collected and an-
alyzed, including advances in analytical capabilities, increases in com-
putational power, and the expanding availability of personal data from
a wide range of sources, are eroding the effectiveness of traditional
SDL techniques.

For over a century,’ statistical agencies have recognized the need to
protect against uses of data that would threaten privacy, and, for
most of this time, the primary focus of formal protections has been
to prevent re-identification (for an overview, see Willenborg and

IFor an overview of traditional SDL techniques, see Harris-Kojetin et al. (2005) and
chapter 5 in this handbook.

2For an introduction to de-identification techniques, see Garfinkel (2016).

3See, €. g., Chapter 2 Section 25 of the Thirteenth Census Act (The Statutes at Large
of the United States of America, 1909).
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De Waal, 1996). Re-identification attacks gained renewed attention
in the privacy research literature in the late 1990s (Sweeney, 1997)
and have become increasingly sophisticated over time, along with
other emerging types of attacks that seek to infer characteristics of
individuals based on information about them in the data (Narayanan
and Shmatikov, 2008; de Montjoye et al., 2013; Calandrino et al.,
2011). In particular, successful attacks on de-identified data have
shown that traditional technical measures for privacy protection
may be vulnerable to attacks devised after a technique’s deployment
and use. Some de-identification techniques, for example, categorize
attributes in the data as (quasi-)identifying (e.g., names, dates of
birth, or addresses) or non-identifying (e.g., movie ratings or hospital
admission dates). Data providers may later discover that attributes
initially believed to be non-identifying can in fact be used to re-identify
individuals. De-identification hence requires a careful analysis—not
only of present data sources that could be linked with the de-identified
data toward enabling re-identification but also of future data sources
and other hard-to-anticipate future sources of auxiliary information
that can be used for re-identification.

Moreover, there are privacy attacks beyond record linkage attacks on
de-identified records. A recent example illustrating the evolving na-
ture of privacy attacks is the reconstruction and re-identification of
the 2010 Decennial Census database. This example demonstrates that
even publications of statistical tables transformed using traditional sta-
tistical disclosure limitation techniques may be vulnerable to privacy
attacks.*

In a paper published in 2018, researchers revealed that the
underlying confidential data from the 2010 US Decennial
Census could be reconstructed using only the statistical tables
published by the US Census Bureau (Garfinkel, Abowd and
Martindale, 2019). Researchers demonstrated a type of attack,
called a database reconstruction attack, that leveraged the large
volumes of data from the published statistical tables in order

*This example is reproduced from Fluitt et al. (2019).
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to narrow down the possible values of individual-level records.
The researchers were able to reconstruct with perfect accuracy
the sex, age, race, ethnicity, and fine-grained geographic
location (to the block-level) reported by Census respondents for
46 percent of the US population (Abowd, 2019). Researchers
also showed that, if they slightly relaxed their conditions and
allowed age to vary by up to only one year, these five pieces
of information could be reconstructed for 71 percent of the
population (Abowd, 2019).

Further, the researchers showed that the reconstructed records
could be completely re-identified. They were able to assign
personally identifiable information to individual records using
commercial databases that were available in 2010 (Abowd,
2019). They concluded that, with this attack, they could
putatively re-identify 138 million people, and they confirmed
that these re-identifications were accurate for 52 million people,
or 17 percent of the US population (Abowd, 2019).

These findings are startling. In 2012, the last time the Census
Bureau performed a simulated re-identification attack on cen-
sus data sets, the re-identification rate was only 0.0038 percent
(Ramachandran et al., 2012). The test attack using the data
published for the 2010 Decennial Census demonstrates that pre-
vious risk assessments underestimated the re-identification risk
by a factor of at least 4,500 (Ramachandran et al., 2012).

The demonstration of a database reconstruction attack on the statisti-
cal tables published by the Census Bureau is just the latest in a long line
of attacks illustrating the privacy risks associated with releasing and
analyzing large volumes of data about individuals. In particular, it is a
real-world manifestation of the growing risks from combining and an-
alyzing multiple statistical releases—broadly referred to as risks from
composition (Ganta, Kasiviswanathan and Smith, 2008; Fluitt et al.,
2019). The modern mathematical understanding recognizes that any
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research output increases disclosure risk.> Although some increases in
disclosure risk may be small, they accumulate, potentially to the point
of a severe privacy breach. Taken together, the outputs may enable
an accurate reconstruction of large portions of the data set, as seen in
the reconstruction and re-identification of the 2010 Decennial Census
database.

Producing accurate statistics while protecting privacy and addressing
risks from composition is a challenging problem (Dwork et al., 2016).
It is a fundamental law of information that privacy risk grows with
the repeated use of data, and this applies to any disclosure limitation
technique. Traditional SDL techniques—such as suppression, aggrega-
tion, and generalization—often reduce accuracy and are vulnerable to
privacy loss due to composition.® A rigorous analysis of the effect of
composition is important for establishing a robust and realistic under-
standing of how multiple statistical computations affect privacy.

Privacy attacks such as these have underscored the need for privacy
technologies that are immune not only to linkage attacks but to any
potential attack, including attacks that are currently unknown or un-
foreseen. It is now understood that risks remain even if many pieces
of information are removed from a data set prior to release. Extensive
external information may be available to potential attackers, such as
employers, insurance companies, relatives, and friends of an individ-
ual in the data. In addition, ex post remedies, such as simply “taking
the data back” when a vulnerability is discovered, are ineffective be-
cause many copies of a set of data typically exist; copies may even

>Note that the fact that small risks can combine dramatically is a key insight es-
sential to differential privacy. Differential privacy provides a quantification of privacy
risk, and provable guarantees with respect to the cumulative risk from successive data
releases. Some risk assessment frameworks, such as the Five Safes framework as orig-
inally proposed, make an assumption that “many research outputs pose no disclosure
risk because of their functional form” (Desai, Ritchie and Welpton, 2016, pg. 13).
Traditional disclosure avoidance methods do not provide ways to quantify the accu-
mulation of privacy risk from multiple uses and releases of data.

%See Ganta, Kasiviswanathan and Smith (2008). The impression that these tech-
niques do not suffer accumulated degradation in privacy is merely due to the fact that
these techniques have not been analyzed with the high degree of rigor that has been
applied to differential privacy. For a discussion of privacy and utility with respect to
traditional statistical disclosure limitation techniques, see Chen et al. (2009).
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persist online indefinitely.”

6.1.3 Features of the Differential Privacy Guarantee

Differential privacy is a strong definition (or, in other words, a stan-
dard) of privacy in the context of statistical analysis and machine learn-
ing, protecting against the threats described above, including those of
unknown attacks and cumulative loss. Tools that achieve the differ-
ential privacy standard can be used to provide broad, public access
to data or data summaries in a privacy-preserving way. Used appro-
priately, these tools can, in some cases, also enable access to data that
could not otherwise be shared due to privacy concerns and do so with a
guarantee of privacy protection that substantially increases the ability
of the institution to protect the individuals in the data.

With differential privacy, statements about risk are proved
mathematically—rather than supported heuristically or empiri-
cally. The definition of differential privacy also has a compelling
intuitive interpretation: inferring information specific to an individual
from the outcome of an analysis preserving differential privacy is
impossible, including whether the individual’s information was used
at all.

Differential Privacy Is a Standard, Not a Single Tool

Differential privacy is a standard which many tools for analyzing sen-
sitive personal information have been devised to satisfy. Any analysis
meeting the standard provably protects its data against a wide range
of privacy attacks, i.e., attempts to learn private information specific to

individuals from a data release.®

’As an example, in 2006 AOL published anonymized search histories of 650,000
users over a period of three months. Shortly after the release, the New York Times
identified a person in the release and AOL removed the data from their site. However,
in spite of the withdrawal by AOL, copies of the data are still accessible on the Internet
today.

8The authors distinguish protection against privacy attacks, which involves the at-
tacker making use of the intended “advertised” functionality of a data access mech-
anism, from protection against security attacks, which involves an attacker attempt-
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Differential Privacy Is Designed for Analysis of Populations, Not
Individuals

Differentially private analyses can be deployed in settings in which an
analyst seeks to learn about a population. For example, when statistical
estimates (such as counts, averages, histograms, contingency tables,
regression coefficients, and synthetic data) are computed based on per-
sonal information, the privacy of the individuals in the data needs to
be protected.

The Differential Privacy Guarantee

It is mathematically guaranteed that the recipient of a data release
generated by a differentially private analysis will make essentially
the same inferences about any single individual’s private information,
whether or not that individual’s private information is included in the
input to the analysis.

The differential privacy guarantee can be understood in reference to
other privacy concepts, such as opt-out and protection of personally
identifiable information (PII):

* Differential privacy protects an individual’s information essentially
as if their data were not used in the analysis at all (i.e., as though
the individual opted out and the information was not used).

* Differential privacy ensures that using an individual’s data will not
reveal essentially any PII that is specific to them. Here, specific
refers to information that cannot be inferred about an individual
unless their information is used in the analysis. Information spe-
cific to an individual would be considered PII under a variety of

interpretations.’

ing to exploit unintended implementation vulnerabilities (e.g., by circumventing ac-
cess control mechanisms). Differential privacy does not generally provide protection
against security attacks, which should be addressed using complementary controls like
encryption and access control.

°For an example of an analysis of this relationship with respect to the Family Edu-
cational Rights and Privacy Act’s (FERPA) definition of PII, see Nissim et al. (2018).
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Differentially Private Analysis Requires the Introduction of
Statistical Noise

To achieve differential privacy, carefully crafted random statistical
noise must be injected into statistical and machine-learning analyses.!°

Protecting Privacy Increases the Uncertainty of Results

The introduction of statistical noise to protect privacy necessarily re-
duces the accuracy of statistical analyses. As the number n of obser-
vations in a data set grows sufficiently large, the loss in accuracy due
to differential privacy can become much smaller than other sources of
error such as statistical sampling error. However, maintaining high ac-
curacy for studies on small or modest-sized data sets (or modest-sized
subsets of large data sets) is a challenge. As a consequence, all results
computed using tools for differentially private analysis will be approx-
imate. Conversely, any system that produces exact results without any
random modifications cannot meet the differential privacy standard.

Preventing Cumulative Privacy Failure Requires a Budget for
Privacy Loss, Which in Turn Limits Utility

Every computation leaks some information about the individual
records used as input regardless of the protection method used. To
prevent cumulative privacy failure, the privacy loss that accumulates
over multiple computations must be calculated, tracked, and limited.
Differential privacy provides explicit, formal methods for defining and
managing this cumulative loss, referred to as the privacy-loss budget.

The inevitability of privacy loss implies that there is an inherent trade-
off between privacy and utility as the former degrades with an increase
of the latter. Formal frameworks for statistical disclosure limitation

19The choice of noise addition technique—whether statistical noise is used to blur
individual data points, the output of a computation, or intermediate computations—is
a delicate algorithmic question; a variety of noise addition techniques have been de-
veloped for differentially private analysis with the purpose of guaranteeing differential
privacy while minimizing the overall inaccuracy introduced.
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(such as differential privacy) are distinct from traditional, less formal
approaches in that formal frameworks quantify this trade-off explicitly:
what can be learned about an individual as a result of their private
information being included in a differentially private analysis is strictly
limited and quantified by a privacy loss parameter, usually denoted
epsilon (¢). Further, many tools for differentially private analysis are
designed to make efficient trade-offs between privacy and utility.

6.1.4 An lllustrative Scenario: Publishing Education
Statistics

The scenarios in this section illustrate the types of information disclo-
sures that are addressed when using differential privacy.

Alice and Bob are professors at Private University. They both
have access to a database that contains personal information
about students at the university, including information related
to the financial aid each student receives. To gain access, Alice
and Bob were required to undergo confidentiality training
and to sign data use agreements restricting the disclosure of
personal information obtained from the database.

In March, Alice publishes an article based on the information
in this database and writes that “the current freshman class
at Private University is made up of 3,005 students, 202 of
whom are from families earning over US$350,000 per year.”
Alice reasons that no individual’s personal information will be
exposed because she published an aggregate statistic taken
over 3,005 people. The following month, Bob publishes a
separate article containing these statistics: “201 families in
Private University’s freshman class of 3,004 have household
incomes exceeding US$350,000 per year.” Neither Alice nor
Bob is aware that they have both published similar information.
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A clever student Eve reads both of these articles and makes an
observation. From the published information, Eve concludes
that between March and April one freshman withdrew from
Private University and that the student’s parents earn over
US$350,000 per year. Eve asks around and is able to determine
that a student named John dropped out around the end of
March. Eve then informs her classmates that John’s parents
probably earn over US$350,000 per year.

John hears about this and is upset that his former classmates
learned about his parents’ financial status. He complains to the
university and Alice and Bob are asked to explain. In their de-
fense, both Alice and Bob argue that they published only infor-
mation that had been aggregated over a large population and
does not identify any individuals.

\ J

This story illustrates how the results of multiple analyses using infor-
mation about the same people, when studied in combination, may en-
able one to draw conclusions about individuals in the data. Alice and
Bob may each publish information that seems innocuous in isolation.
However, when combined, the information they publish can compro-
mise the privacy of one or more individuals. This type of privacy breach
is generally difficult to prevent by Alice and Bob individually, as it is
likely that neither knows what information has already been revealed
or will be revealed by others in future. This problem is referred to as
the problem of composition.

Suppose, instead, that the institutional review board at Private Uni-
versity only allows researchers to access student records by submitting
queries to a special data portal, which responds to every query with an
answer produced by running a differentially private computation on
the student records.
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In March, Alice queries the data portal for the number of fresh-
men who come from families with a household income exceed-
ing US$350,000. The portal returns the noisy count of 204,
leading Alice to write in her article that “the current freshman
class at Private University is made up of 3,005 students, approxi-
mately 205 of whom are from families earning over US$350,000
per year.” In April, Bob asks the same question and gets the noisy
count of 199 students. Bob publishes in his article that “ap-
proximately 200 families in Private University’s freshman class
of 3,004 have household incomes exceeding US$350,000 per
year.” The publication of these noisy figures prevents Eve from
concluding that one student with a household income greater
than US$350,000 withdrew from the university in March. The
risk that John’s personal information could be uncovered based
on these publications is thereby reduced.

This example hints at one of the most important properties of differ-
ential privacy: it is robust under composition. If multiple differentially
private analyses are performed on data describing the same set of indi-
viduals, then the guarantee is that all of the information released will
still be differentially private. Notice how this scenario is markedly dif-
ferent from the previous hypothetical in which Alice and Bob do not
use differentially private analyses and inadvertently release two statis-
tics that in combination lead to the full disclosure of John’s personal
information. The use of differential privacy rules out the possibility of
such a complete breach of privacy. This is because differential privacy
enables one to measure and bound the cumulative privacy risk from
multiple analyses of information about the same individuals.

However, every analysis, regardless of whether it is differentially
private, results in some leakage of information about the individuals
whose data are being analyzed, and this leakage accumulates with
each analysis. This is true for every release of data, including releases
of aggregate statistics. In particular, the example above should not
be understood to imply that privacy does not degrade after multiple
differentially private computations. In fact, as indicated in Section
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6.2.4, privacy risks accumulate with each release or analysis involving
an individual’s data. For this reason, there is a limit to how many
analyses can be performed on a specific data set while providing
an acceptable guarantee of privacy. Therefore, measuring privacy
loss and understanding quantitatively how risk accumulates across
successive analyses are critical. In the context of the example above,
measures need to be established, such as restricting the overall num-
ber of queries to which researchers may apply to Private University’s
database.

6.1.5 What Types of Analyses are Performed Using
Differential Privacy

Differentially private algorithms are known to exist for a wide range of
statistical analyses, such as count queries, histograms, cumulative dis-
tribution functions, and linear regression; techniques used in statistics
and machine learning, such as clustering and classification; and sta-
tistical disclosure limitation techniques, like synthetic data generation,
among many others.

Count Queries Differentially private answers to count queries (i.e.,
estimates of the number of individual records in the data satisfying a
specific condition) can be obtained through the addition of random
noise (Dwork et al., 2016).

Histograms Differentially private computations can provide noisy
counts for data points classified into the disjoint categories represented
in histograms or contingency tables (i.e., cross-tabulations) (Dwork
et al., 2016).

Cumulative Distribution Function (CDF) There are differentially
private algorithms for estimating the entire CDF of a dataset (or the
distribution from which it is drawn) (Bun et al., 2015). These al-
gorithms introduce noise that needs to be taken into account when
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statistics such as median or interquartile range are computed from the
estimated CDF.!!

Linear Regression Differentially private algorithms for linear regres-
sion introduce noise in a variety of different ways, and the choice of
which algorithm is best will depend on properties of the underlying
data distribution (e.g., the amount of variance in the explanatory vari-
ables), the sample size, the privacy parameters, and the intended ap-
plication (Wang, 2018; Alabi et al., 2020).

Clustering Researchers are developing a variety of differentially pri-
vate clustering algorithms (i.e., algorithms for grouping data points
into clusters so that points in the same cluster are more similar to each
other than to points in other clusters) (Stemmer and Kaplan, 2018),
and such tools are likely to be included in future privacy-preserving
tool kits for exploratory analysis by social scientists.

Classification and Machine Learning Theoretical work has shown
it is possible to construct differentially private algorithms for a large
collection of classification tasks, such as identifying or predicting to
which set of categories a data point belongs based on a training set of
examples for which category membership is known (Blum et al., 2005;
Kasiviswanathan et al., 2011), and subsequent work has developed
more practical methods for differentially private machine learning, in-
cluding deep learning (Abadi et al., 2016).

Synthetic Data Generation Research has shown that in principle it is
possible to generate differentially private synthetic data that preserves
a vast collection of statistical properties of the original data set.!? A sig-
nificant benefit is that once a differentially private synthetic data set is

UFor data over an ordered domain, a cumulative distribution function depicts for
every value x an estimate of the number of data points with a value up to x. For a more
in-depth discussion of differential privacy and CDFs, see Muise and Nissim (2016).

12gee, for example, Blum, Ligett and Roth (2013). Synthetic data are data sets
generated from a statistical model estimated using the original data. The records in
a synthetic data set have no one-to-one correspondence with the individuals in the
original data set, yet the synthetic data can retain many of the statistical properties of
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generated, it can be analyzed any number of times, without any further
implications for privacy. As a result, synthetic data can be shared freely
or even made public in many cases. For example, statistical agencies
can release synthetic microdata as public-use data files in place of raw
microdata. However, significant challenges remain with respect to both
the level of random noise introduced and computational efficiency for
general-purpose differentially private synthetic generation in practice,
particularly for high-dimensional data.!3

6.2 How Differential Privacy Protects Privacy

6.2.1 What Does Differential Privacy Protect?

Intuitively, a computation protects the privacy of individuals in the data
if the computational output does not reveal any information that is
specific to any individual subject. Differential privacy formalizes this
intuition as a mathematical definition. Similar to showing that an inte-
ger is even by proving that it is the result of multiplying some integer
by two, a computation is shown to be differentially private by proving
it meets the constraints of the definition. In turn, if a computation can
be proven to be differentially private, one can rest assured that using
the computation will not unduly reveal information specific to a data
subject.

To see how differential privacy formalizes this privacy requirement as
a definition, consider the following scenario.

the original data. Synthetic data resemble the original sensitive data in format and,
for a large class of analyses, results are similar whether performed on the synthetic or
original data.

Intuitively, preserving more statistical information (e.g., all entries of a high-
dimensional variance-covariance matrix) requires spreading the privacy-loss budget
more thinly and thus introducing greater noise. There are much more complex meth-
ods that can detect and exploit relationships between the statistics to introduce less
noise, but those methods can be computationally infeasible on high-dimensional data.
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Researchers have selected a sample of individuals across
the US to participate in a survey exploring the relationship
between socioeconomic status and health outcomes. The partic-
ipants were asked to complete a questionnaire covering topics
such as where they live, their finances, and their medical history.

One of the participants, John, is aware that individuals have
been re-identified in previous releases of de-identified data and
is concerned that personal information he provides about him-
self, such as his medical history or annual income, could one
day be revealed in de-identified data released from this study. If
leaked, this information could lead to an increase in his life in-
surance premium or an adverse decision for a future mortgage
application.

Differential privacy can be used to address John’s concerns. If the re-
searchers only share data resulting from a differentially private com-
putation, John is guaranteed that the release will not disclose anything
that is specific to him even though he participated in the study.

To understand what this means, consider a thought experiment, which
is illustrated in Figure 6.1 and is referred to as John’s opt-out scenario.
In John’s opt-out scenario, an analysis is performed using data about
the individuals in the study, except that information about John is omit-
ted. His privacy is protected in the sense that the outcome of the anal-
ysis does not depend on his specific information, because it was not used

in the analysis at all.

John’s opt-out scenario differs from the scenario depicted in Figure 6.2,
referred to as the real-world scenario, in which the analysis is based on
John’s personal information along with the personal information of
the other study participants. The real-world scenario involves some
potential risk to John’s privacy as some of his personal information
could be revealed by the outcome of the analysis, because it was used
as input to the computation.

4Figure 6.1 is reproduced from Wood et al. (2018).
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input
without
John's data

Figure 6.1: John’s opt-out scenario

Differential privacy aims to protect John’s privacy in the real-world
scenario in a way that mimics the privacy protection he is afforded in
his opt-out scenario.!® Accordingly, what can be learned about John
from a differentially private computation is (essentially) limited to
what could be learned about him from everyone else’s data without
his own data being included in the computation. Crucially, this same
guarantee is made not only with respect to John but also with respect
to every other individual contributing their information to the analysis.

For a precise description of differential privacy and the mathemat-
ics underlying the construction of differentially private analysis, the
reader is referred to the literature listed in Appendix C. In lieu of the
mathematical definition, this chapter offers a few illustrative examples
to discuss various aspects of differential privacy in a way that is intu-
itive and generally accessible.

6.2.2 Privacy Protection Is a Property of an Analysis—Not
a Data Release

Throughout this chapter, we refer to the general concept of an analy-
sis that performs a computation on input data and outputs the result
(illustrated in Figure 6.2).1° The analysis may be as simple as deter-

15The use of differentially private analysis is not equivalent to the traditional use
of opting out. On the privacy side, differential privacy does not require an explicit
opt-out. In comparison, traditional use of opt-out requires an explicit choice that may
cause privacy harms by calling attention to individuals that choose to opt out. On the
utility side, there is no general expectation that using differential privacy would yield
the same outcomes as adopting the policy of opt-out.

16Figure 6.2 is reproduced from Wood et al. (2018).
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Figure 6.2: An analysis (or computation) transforms input data into some
output.

mining the average age of the individuals in the data, or it may be more
complex and utilize sophisticated modeling and inference techniques.

We focus specifically on analyses that transform sensitive personal data
into an output that can be released publicly. For example, an anal-
ysis may involve the application of techniques for aggregating or de-
identifying a set of personal data in order to produce a sanitized ver-
sion of the data that is safe to release. How can the data provider
ensure that publishing the output of this computation will not unin-
tentionally leak information from the privacy-sensitive input data?

A key insight from the theoretical computer science literature is that
privacy is a property of the informational relationship between the input
and output, not a property of the output alone.!” In other words, one
can be certain that the output of a computation is privacy-preserving
if the computation itself is privacy-preserving. The following examples
show why this is the case.

Consider the following statistic: a representative ninth-grade GPA at
City High School is 3.5. One might naturally think that this statis-
tic is unlikely to reveal private information about an individual stu-
dent. However, one needs to know how the statistic was computed
to make that determination. For instance, if the representative ninth-
grade GPA was calculated by taking the GPA of the alphabetically first

7This insight follows from a series of papers demonstrating privacy breaches en-
abled by leakages of information resulting from decisions made by the computa-
tion. See, for example, Kenthapadi, Mishra and Nissim (2013). For a general dis-
cussion of the advantages of formal privacy models over ad hoc privacy techniques,
see Narayanan, Huey and Felten (2016).
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student in the school, then the statistic completely reveals the GPA of
that student.'® Alternatively, a representative statistic could be based
on average features of the ninth graders in the school—using the most
common first name, the most common last name, the average age,
and the average GPA to produce ‘John Smith, a fourteen-year-old in
the ninth grade, has a 3.1 GPA.” Suppose that coincidentally a student
named John Smith subsequently joins the ninth-grade class. Although
his name appears in the published statistic, one knows with certainty
that the statistic does not reveal private information about him, be-
cause it was not based on his student records in any way.

These examples are clearly contrived, and no reasonable analyst would
publish either statistic. On a fundamental level, however, the examples
demonstrate that when trying to decide whether a data release can be
made public, one needs to consider the computation used to produce
that release and not the release by itself. Thus, when thinking about
privacy in the context of statistical releases, one should think about it
as a computational property, especially if the goal is to make rigorous,
formal claims about the data. This is one of the properties of differen-
tial privacy. If a computation can be proven to be differentially private,
the researcher can rest assured that using the computation will not un-
duly reveal information specific to a data subject. Adopting this formal
approach to privacy yields several practical benefits for users, including
robustness to auxiliary information, composition, and post-processing,
as well as transparency—each discussed in turn below in Section 6.2.3.

6.2.3 Methodology Example: Limiting Privacy Loss from
Participation in Research

In the earlier example featuring Professors Alice and Bob at Private
University, differentially private analyses add random noise to the

80ne might object that the student’s GPA is not traceable back to that student unless
an observer knows how the statistic was produced. However, a basic principle of
modern cryptography (known as Kerckhoffs’ principle) is that a system is not secure if
its security depends on its inner workings being a secret. In this context, it is assumed
that the algorithm behind a statistical analysis is public (or could potentially become
public).
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statistics they produce.'® This noise masks the differences between the
real-world computation and the opt-out scenario of each individual in
the data set. This means that the outcome of a differentially private
analysis is not exact but an approximation. In addition, a differentially
private analysis may return different results, even if performed twice
on the same data set. Because researchers intentionally add random
noise, analyses performed with differential privacy differ from stan-
dard statistical analyses, such as the calculation of averages, medians,
and linear regression equations.

Consider a differentially private analysis that computes the
number of students in a sample with a GPA of at least 3.0. Say
that there are 10,000 students in the sample, and exactly 5,603
of them have a GPA of at least 3.0. An analysis that added no
random noise would hence report that 5,603 students had a
GPA of at least 3.0.

However, a differentially private analysis adds random noise to
protect the privacy of the data subjects. For instance, a differen-
tially private analysis might report an answer of 5,521 students
when run on the data; when run a second time on the same
information, it might report an answer of 5,586 students.

In a differentially private analysis, the added noise makes every
potential answer almost as likely whether John’s data are used
in the analysis or not. This is done by controlling the likelihood
ratio of any answer with John’s data included or excluded.

A differentially private analysis might produce many different answers
given the same data set. Because the details of a method providing
differential privacy can be made public, an analyst may be able to cal-
culate accuracy bounds that show how much an output of the analysis
is expected to differ from the noiseless answer.

In other differentially private computations noise may be added to intermediate
results of a computation or at the data collection process. The latter is referred to as
the local model of differential privacy.
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An essential component of a differentially private computation is the
privacy loss parameter, usually denoted by the Greek letter ¢ (epsilon).
This parameter determines how much noise is added to the computa-
tion. Choosing a value for the privacy loss parameter can be thought of
as a tuning knob for balancing privacy and accuracy. A lower value for
e corresponds to stronger privacy protection and also a larger decrease
in accuracy, whereas a higher value for ecorresponds to weaker privacy
protection and also a smaller decrease in accuracy. The following dis-
cussion establishes an intuition for this parameter. It can be thought of
as limiting how much a differentially private computation is allowed
to deviate from the opt-out scenario of an individual in the data.

Consider the opt-out scenario for a certain computation, such as esti-
mating the number of HIV-positive individuals in a surveyed popula-
tion. Ideally, this estimate should remain exactly the same whether or
not a single individual, such as John, is included in the survey. How-
ever, ensuring this property exactly would require the total exclusion of
John’s information from the analysis. It would also require the exclu-
sion of Gertrude’s and Peter’s information in order to provide privacy
protection for them. Continuing with this line of argument, one comes
to the conclusion that the personal information of every surveyed in-
dividual must be excluded in order to satisfy that individual’s opt-out
scenario. Thus, the analysis cannot rely on any person’s information
and is completely useless.

To avoid this dilemma, differential privacy requires only that the out-
put of the analysis remain approximately the same whether John partic-
ipates in the survey or not. Differential privacy allows for a deviation
between the output of the real-world analysis and that of each indi-
vidual’s opt-out scenario. The privacy loss parameter ¢ quantifies and
limits the extent of the deviation between the opt-out and real-world
scenarios, as shown in Figure 6.3 below.?’ The parameter ¢ measures
the effect of each individual’s information on the output of the analysis.
It can also be viewed as a measure of the additional privacy risk an in-

dividual could incur beyond the risk incurred in the opt-out scenario.?!

Figure 6.3 is reproduced from Wood et al. (2018).
21¢ is a unitless nonnegative quantity measuring probability log-ratio.
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computation analysis output \
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Figure 6.3: Differential privacy. The maximum deviation between the
opt-out scenario and real-world computation should hold
simultaneously for each individual X whose information is
included in the input.

Note that in Figure 6.3 John has been replaced with an arbitrary indi-
vidual X to emphasize that the differential privacy guarantee is made
simultaneously to all individuals in the sample, not just John.

Choosing a value for ¢ can be thought of as tuning the level of privacy
protection required. This choice also affects the utility or accuracy
that can be obtained from the analysis. A smaller value of ¢ results in
a smaller deviation between the real-world analysis and each opt-out
scenario and is therefore associated with stronger privacy protection
but less accuracy. For example, when ¢ is set to zero, the real-world
differentially private analysis mimics the opt-out scenario of each indi-
vidual perfectly. However, as argued at the beginning of this section, an
analysis that perfectly mimics the opt-out scenario of each individual
would require ignoring all information from the input and accordingly
could not provide any meaningful output. Yet when ¢ is set to a small
number, such as 0.1, the deviation between the real-world computation
and each individual’s opt-out scenario will be small, providing strong
privacy protection while also enabling an analyst to derive useful statis-
tics based on the data.

Simple conventions for choosing ¢ have not yet been developed; the
current best practice for choosing ¢ is to explore the trade-off between
the choice of ¢ and the utility provided by an analysis for every ap-
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plication, as well as to consider the potential risks to individuals and
the level of risk the data owner might be permitting given their le-
gal, contractual, and ethical obligations. It is expected that as the use
of differentially private analyses in real-life applications increases, the
accumulated experience will shed light on how to reach a reasonable
compromise between privacy and accuracy. As a rule of thumb, how-
ever, ¢ should be thought of as a small number, between approximately
1/100 and 1.22

This chapter has discussed how the privacy loss parameter limits the
deviation between the real-world computation and each data subject’s
opt-out scenario. However, it might not be clear how this abstract
guarantee relates to privacy concerns in the real world. Therefore, in
this section, a practical interpretation of the privacy loss parameter is
discussed as a bound on the financial risk incurred by participating in
a study.

Any useful analysis carries the risk that it will reveal information
about individuals (which in turn might result in a financial cost). The
following example shows that while differential privacy necessarily
cannot eliminate this risk, it can guarantee that the risk will be limited
by quantitative bounds that depend on ¢.

Gertrude, a 65-year-old woman, is considering whether to
participate in a medical research study. While she can envision
many potential personal and societal benefits resulting from her
participation in the study, she is concerned that the personal
information she discloses over the course of the study could
lead to an increase in her life insurance premium.

For example, Gertrude is apprehensive that the tests she would
undergo as part of the research study would reveal that she is

\. J

2In general, setting e involves making a compromise between privacy protection
and accuracy. The consideration of both utility and privacy is challenging in practice
and, in some of the early implementations of differential privacy, has led to choosing
a higher value for e. As the accuracy of differentially private analyses improves over
time, it is likely that lower values of € will be chosen.
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\.

predisposed to suffer a stroke and is significantly more likely to
die in the coming year than the average person of her age and
gender. If such information related to Gertrude’s increased risk
of morbidity and mortality is discovered by her life insurance
company, it will likely increase her premium substantially.

Before she decides to participate in the study, Gertrude wishes
to be assured that privacy measures are in place to ensure that
her involvement will have a limited effect (if any) on her life
insurance premium.

4

Gertrude’s life insurance company may raise her premium based on
something it learns from the medical research study, even if Gertrude
does not herself participate in the study. The following example is

provided to illustrate such a scenario.

23

Gertrude holds a US$100,000 life insurance policy. Her life
insurance company has set her annual premium at US$1,000
(i.e., 1 percent of US$100,000) based on actuarial tables that
show that someone of Gertrude’s age and gender has a 1
percent chance of dying in the next year.

Suppose Gertrude opts out of participating in the medical re-
search study. Regardless, the study reveals that coffee drinkers
are more likely to suffer a stroke than non-coffee drinkers.
Gertrude’s life insurance company may update its assessment
and conclude that as a 65-year-old woman who drinks coffee,
Gertrude has a 2 percent chance of dying in the next year. The
insurance company decides to increase Gertrude’s annual pre-
mium from US$1,000 to US$2,000 based on the findings of the
study.

In this hypothetical example, the results of the study led to an increase

BFigures in this example are based on data from US Social Security Administra

(2011).

tion
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in Gertrude’s life insurance premium, even though she did not con-
tribute any personal information to the study. A potential increase of
this nature is likely unavoidable to Gertrude because she cannot pre-
vent other people from participating in the study. This type of effect
is taken into account by Gertrude’s insurance premium in her opt-out

scenario and will not be protected against by differential privacy.

Next, consider the increase in risk that is due to Gertrude’s participa-

tion in the study.

~

Suppose Gertrude decides to participate in the research study.
Based on the results of medical tests performed on Gertrude
over the course of the study, the researchers conclude that
Gertrude has a 50 percent chance of dying from a stroke in the
next year. If the data from the study were to be made available
to Gertrude’s insurance company, it might decide to increase her
insurance premium from US$2,000 to more than US$50,000 in
light of this discovery.

Fortunately for Gertrude, this does not happen. Rather than re-
leasing the full data set from the study, the researchers release
only a differentially private summary of the data they collected.
Differential privacy guarantees that if the researchers use a value
of ¢ = 0.01, then the insurance company’s estimate of the prob-
ability that Gertrude will die in the next year can increase from
2 percent to at most 2.04 percent, as per the equation:

2% - (1+2-€) =2%- (1+2-0.01) = 2.04%"

Thus, Gertrude’s insurance premium can increase from
US$2,000 to US$2,040, at most. Gertrude’s first-year cost
of participating in the research study in terms of a potential
increase in her insurance premium is at most US$40.

Note that this analysis does not imply that the insurance com-
pany’s estimate of the probability that Gertrude will die in the
next year must increase as a result of her participation in the
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study, nor that if the estimate increases it must increase to 2.04
percent. What the analysis shows is that if the estimate were to
increase, it would not exceed 2.04 percent.

Consequently, this analysis does not imply that Gertrude would
incur an increase in her insurance premium or that if she were
to see such an increase it would cost her US$40. What is guaran-
teed is that if Gertrude should see an increase in her premium,
this increase would not exceed US$40.

9The approximate calculation provided in this example only holds for small
e, using e? € ~ 1 4+ 2 - . See Table 6.1 for an exact formula.

. J

Gertrude may decide that the potential cost of participating in the re-
search study, US$40, is too high and she cannot afford to participate
with this value of ¢ and this level of risk. Alternatively, she may de-
cide that it is worthwhile. Perhaps she is paid more than US$40 to
participate in the study or the information she learns from the study is
worth more than US$40 to her. The key point is that differential pri-
vacy allows Gertrude to make a more informed decision based on the
worst-case cost of her participation in the study.

It is worth noting that should Gertrude decide to participate in the
study, her risk might increase even if her insurance company is not
aware of her participation. For instance, the study might determine
that Gertrude has a very high chance of dying next year, and that could
affect the study results. In turn, her insurance company might decide
to raise her premium, because she fits the profile of the studied pop-
ulation (even if the company does not believe her data were included
in the study). On the other hand, differential privacy guarantees that
even if the insurance company knows that Gertrude did participate in
the study; it can essentially only make inferences about her that it could
have made if she had not participated in the study.

One can generalize from Gertrude’s scenario and view differential pri-
vacy as a framework for reasoning about the increased risk that is in-
curred when an individual’s information is included in a data analysis.
Differential privacy guarantees that an individual will be exposed to
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essentially the same privacy risk regardless of whether their data are
included in a differentially private analysis. In this context, think of the
privacy risk associated with a data release as the potential harm that
an individual might experience due to a belief that an observer forms
based on that data release.

In particular, when ¢ is set to a small value, the probability that an ob-
server will make some inference that is harmful to a data subject based
on a differentially private data release is no greater than 1+ ¢ times the
probability that the observer would have made that inference without
the data subject’s inclusion in the data set.?* For example, if ¢ is set to
0.01, then the probability of any adverse event to an individual (such
as Gertrude being denied insurance) can grow by a multiplicative fac-
tor of 1.01 (at most) as a result from participation in a differentially
private computation (compared with not participating in the computa-
tion).

As shown in the Gertrude scenario, there is also the risk to Gertrude
that the insurance company will see the study results, update its beliefs
about the mortality of Gertrude, and charge her a higher premium.
If the insurance company infers from the study results that Gertrude
has probability p of dying in the next year, and her insurance policy is
valued at US$ 100,000, this translates into a risk (in financial terms) of
a higher premium of px US$ 100,000. This risk exists even if Gertrude
does not participate in the study. Recall how in the first hypothetical,
the insurance company’s belief that Gertrude will die in the next year
doubles from 1 percent to 2 percent, increasing her premium from
US$1,000 to US$2,000, based on general information learned from
the individuals who did participate. Also, if Gertrude does decide to
participate in the study (as in the second hypothetical), differential
privacy limits the change in this risk relative to her opt-out scenario.
In financial terms, her risk increases by US$40 at most, since it can
be shown that the insurance company’s beliefs about her probability of
death change from 2 percent to no greater than 2%- (1+42-¢) = 2.04%,

%In general, the guarantee made by differential privacy is that the probabilities
differ at most by a factor of e**, which is approximately 1 + ¢ when ¢ is small.
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when ¢ = 0.01.%°

Note that the above calculation requires certain information that may
be difficult to determine in the real world. In particular, the 2 percent
baseline in Gertrude’s opt-out scenario (i.e., Gertrude’s insurer’s belief
about her chance of dying in the next year) is dependent on the results
from the medical research study, which Gertrude does not know at
the time she makes her decision whether to participate. Fortunately,
differential privacy provides guarantees relative to every baseline risk.

Without her participation, the study results would lead the
insurance company to believe that Gertrude has a 3 percent
chance of dying in the next year (instead of the 2 percent chance
hypothesized earlier). This means that Gertrude’s insurance pre-
mium would increase to US$3,000. Differential privacy guar-
antees that if Gertrude had instead decided to participate in
the study, the insurer’s estimate for Gertrude’s mortality would
have been at most 3% - (1 + 2 - ¢) = 3.06% (assuming an ¢ of
0.01), which means that her premium would not increase be-
yond $3,060.

Calculations like those used in the analysis of Gertrude’s privacy risk
can be performed by referring to Table 6.1.2° For example, the value of
¢ used in the research study in which Gertrude considered participating
was 0.01, and the baseline privacy risk in her opt-out scenario was 2
percent. As shown in Table 6.1, these values correspond to a worst-
case privacy risk of 2.04 percent in her real-world scenario. Notice
also how the calculation of risk would change with different values.
For example, if the privacy risk in Gertrude’s opt-out scenario were
5 percent rather than 2 percent and the value of epsilon remained the
same, then the worst-case privacy risk in her real-world scenario would
be 5 percent.

ZThe reason that the multiplicative factor is 1 + 2 - € ~ ¢ rather than 1 + ¢ ~ e°
is that posterior beliefs can be expressed as a ratio of two probabilities, each of which
can change by a factor of at most e®. The factor of 2 was incorrectly omitted in the
original paper (Wood et al., 2018) describing this example.

25Table 6.1 corrects a calculation error appearing in the original paper (Wood et al.,
2018).
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Table 6.1: Maximal change between posterior beliefs in Gertrude’s opt-out
and real-world scenarios. The notation A(a’) refers to the
application of the analysis A on the dataset x’, which does not
include Gertrude’s information. As this table shows, the use of
differential privacy provides a quantitative bound on how much
one can learn about an individual from a computation. The
entries in the table are calculated using the formula
q = min(e%*¢’, 100 — e=2¢(100 — ¢')), where ¢’ is the posterior
belief given A(z’) and ¢ is the upper bound on the posterior belief
given A(z), both expressed as percentages.

posterior belief value of &
given A(z')

in % 0.01 0.05 0.1 0.2 0.5 1
0 0 0 0 0 0 0
1 1.02 1.11 1.22 1.49 2.72 7.39
2 2.04 2.21 2.44 2.98 5.44 14.78
3 3.06 3.32 3.66 4.48 8.15 2217
5 5.10 5.53 6.11 7.46 13.59 36.95
10 10.20 11.05 12.21 1492 27.18 73.89
25 25.51 27.63 30.54 37.30 67.96 89.85
50 50.99 54.76 59.06 66.48 81.61 93.23
75 75.50 77.38 79.53 83.24 90.80 96.62
90 90.20 90.95 91.81 93.30 96.32 98.65
95 95.10 95.48 9591 96.65 98.16 99.32
98 98.04 98.19 98.36 98.66 99.26 99.73
99 99.02 99.10 99.18 99.33 99.63 99.86
100 100 100 100 100 100 100

maximum posterior belief given A(z) in %

The fact that the differential privacy guarantee applies to every privacy
risk means that Gertrude can know for certain how participating in the
study might increase her risks relative to opting out, even if she does
not know a priori all the privacy risks posed by the data release. This
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enables Gertrude to make a more informed decision about whether to
take part in the study. For instance, she can calculate how much addi-
tional risk she might incur by participating in the study over a range
of possible baseline risk values and decide whether she is comfortable
with taking on the risks entailed by these different scenarios.

6.2.4 Strengths of Differential Privacy Over Traditional
SDL Approaches

This discussion outlines some of the key features of differential privacy
that enable it to overcome the weaknesses of traditional approaches
and provide strong protection against a wide range of privacy attacks.

Differential Privacy is Robust to Auxiliary Information

As illustrated by the re-identification attack on the 2010 Decennial
Census database described in Section 6.1.2, effective privacy protec-
tion requires taking auxiliary information into account. A data provider
designing a differentially private data release need not anticipate par-
ticular types of privacy attacks, such as the likelihood that one could
link particular fields with other data sources that may be available.
When using differential privacy, even an attacker utilizing arbitrary
auxiliary information cannot learn much more about an individual in
a database than they could if that individual’s information were not in
the database at all.

Currently, differential privacy is the only framework that provides
meaningful privacy guarantees in scenarios in which adversaries have
access to arbitrary external information. Releases constructed in a
differentially private manner provide provable privacy protection
against any feasible adversarial attack, whereas de-identification
concepts only counter a limited set of specific attacks.

Differential Privacy is Robust to Composition

When evaluating privacy risk, it is important to recognize that privacy
risk accumulates with each release or analysis involving an individ-
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ual’s data. Under what has come to be called the fundamental law of
information recovery, releasing “overly accurate answers to too many
questions will destroy privacy in a spectacular way” (Dinur and Nissim,
2003; Dwork et al., 2017; Dwork and Roth, 2014). This is true whether
or not any privacy-preserving technique is applied and regardless of the
specific privacy-preserving technique in use.?’” A reconstruction attack,
such as the reconstruction of the 2010 Decennial Census database pre-
sented in Section 6.1.2, is an example of a privacy attack that leveraged
composition.

One of the most powerful features of differential privacy is its robust-
ness under composition; in other words, the combination of multi-
ple differentially private analyses preserves differential privacy (Dwork
et al., 2016; Ganta, Kasiviswanathan and Smith, 2008). Differential
privacy provides provable bounds with respect to the cumulative risk
from multiple data releases, and is the only existing approach to do
so. Recall that the definition of differential privacy is equipped with a
numeric parameter ¢ > 0 that bounds privacy risk.?® Furthermore, one
can reason about—and bound—the overall privacy risk that accumu-
lates when multiple differentially private computations are performed
on an individual’s data. As a simple example, imagine that two dif-
ferentially private computations are performed on data sets contain-
ing information about the same individuals. If £; bounds the privacy
risk of the first computation and e, bounds the privacy risk of the sec-
ond computation, then the cumulative privacy risk resulting from these
computations is no greater than the risk associated with an aggregate
parameter of €1 + 9. In other words, the composition of the two dif-
ferentially private analyses is also a differentially private analysis with
privacy risk at most €; + 5. Importantly, no coordination is needed
between the two mechanisms for this bound to hold.

The example above is a simple instance illustrating how analysts can
bound the total disclosure risk due to multiple differentially private
disclosures. Often, better bounds can be achieved via applying a set
of tools known as composition theorems. The fact that the total dis-

27For further discussion see Wood et al. (2018); Altman et al. (2015).
2See Section 6.2.3 for further discussion of how e quantifies privacy risk.
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closure risk can be bounded—without having mechanisms coordinate
their actions—allows for a rigorous management of privacy risks across
multiple disclosures and access points. As an example, a registry such
as the Epsilon Registry suggested by Dwork, Kohli and Mulligan (2019)
can hold information about the value of the privacy parameter ¢ used
in implementations of differentially private data releases and hence
serve as a basis for bounding the total disclosure risk.2?

Differential Privacy is Robust to Post-Processing

It is also important to evaluate whether an approach to privacy that
is being considered can be made ineffective through post-processing,
i.e., via further analyzing a data release that purports to preserve pri-
vacy. For example, Machanavajjhala and Kifer (2015) describe post-
processing vulnerabilities for some algorithms that satisfy k-anonymity.
The demonstration of a reconstruction attack on the 2010 Decennial
Census database presented in Section 6.1.2 is an example of a privacy
attack that employed post-processing: while the released data tables
purportedly preserved privacy, analyzing the releases enabled the re-
construction of individual respondents’ records.

Differential privacy is an example of an approach that is robust to post-
processing. To understand what this means, consider a scenario in
which an analyst applies a post-processing transformation B on the
output of the e-differentially private analysis A. For instance, after a
data publisher adds noise to a collection of statistics using a differen-
tially private tool, they might wish to round the statistics or replace
negative statistics with zero before publishing them. In such cases,
the resulting analysis (B o A) is also e-differentially the risk to pri-
vacy. A data publisher can even share details about the analysis A, the
transformation B, and the value of £ without increasing privacy risk.
Importantly, the guarantee that (B o A) is e-differentially private holds
for any transformation B—even one that is designed with an intention
to breach privacy.

2The proposal for an Epsilon Registry is intended to be a publicly available bulletin
board where firms would disclose information about their deployment of differential
privacy. See Dwork, Kohli and Mulligan (2019).
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Differential Privacy Does Not Rely on Security by Obscurity

Differentially private tools also have the benefit of transparency, as
maintaining secrecy around a differentially private computation or its
parameters is not necessary. This feature distinguishes differentially
private tools from traditional de-identification techniques, which of-
ten require concealment of the extent to which the data have been
transformed and thereby leave data users with uncertainty regarding
the accuracy of analyses on the data. This approach can enable pub-
lic scrutiny of the privacy-preserving techniques used. Further, the
amount of noise added by differential privacy can be taken into ac-
count in the measure of accuracy, unlike traditional techniques that
keep the information needed to estimate the privacy error secret.

6.2.5 What Does Differential Privacy Not Protect?

The following example illustrates the types of information disclosures
that differential privacy does not aim to address.

Ellen is John’s friend and knows that he regularly consumes sev-
eral glasses of red wine with dinner. Ellen learns that a research
study had found a positive correlation between drinking red
wine and the likelihood of developing a certain type of cancer.
Based on the study and her knowledge of John’s drinking habits,
she might conclude that he has a heightened risk of developing
cancer.

It may seem that the publication of the research results enabled a pri-
vacy breach by Ellen, as the study’s findings helped her infer new in-
formation about John’s elevated cancer risk of which he himself may
be unaware. However, Ellen would be able to infer this information
about John regardless of his participation in the medical study (i.e., it
is a risk that exists in both John’s opt-out scenario and the real-world
scenario). Risks of this nature apply to everyone, regardless of whether
they shared personal data through the study or not. Differential pri-
vacy is a concept specifically designed to allow for studies such as in
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this example. Therefore, differential privacy does not guarantee that
no information about John can be revealed. The use of differential
privacy only protects the information that is specific to him, i.e., infor-
mation about John that cannot be inferred unless an analysis received
his personal information as part of the input.

This and similar examples demonstrate that any useful analysis carries
a risk of revealing some information about individuals. However, such
risks are largely unavoidable. In a world in which data about individ-
uals are collected, analyzed, and published, John cannot expect better
privacy protection than is offered by his opt-out scenario, because he
has no ability to prevent others from participating in a research study
or to prohibit a release of public records. Moreover, the types of infor-
mation disclosures enabled in John’s opt-out scenario often result in
individual and societal benefits. For example, the discovery of a causal
relationship between red wine consumption and elevated cancer risk
can inform John about possible changes he could make in his habits
that would likely have positive effects on his health.

6.3 Aligning Risks, Controls, and Uses: Where
Is the Use of Differential Privacy
Appropriate?

This section discusses factors to take into account when evaluating
whether differential privacy is an appropriate tool to be applied within
a specific context, as well as factors in determining whether differential
privacy should be deployed alone, in combination with other controls,
or as part of a tiered access system. As an overview, Table 6.2 provides
some of the key factors that weigh in favor of, or against, an appro-
priate use of differential privacy. For example, use cases involving sta-
tistical analysis of a population or large groups and the possibility of
significant and lasting informational harms to individuals weigh heav-
ily in favor of the adoption of differential privacy.
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Table 6.2: Considerations when deciding whether to use differential privacy
for a particular use case

Use cases where DP is more
likely to be appropriate

Use cases where DP is not
appropriate

Use cases where DP is
challenging

¢ Informational harm
derives from making
inferences about
individuals or small
groups

* Intended use is statistical
analysis of population or
large groups

* Sensitivity of information
is high

¢ Information and analyses
are highly structured

¢ Datasets are large

* Types of analyses to be

¢ Informational harm
derives from making
inferences about large
groups

¢ Intended use is
individual inference or
individual intervention

¢ Intended control is
purpose limitation

¢ Intended control is
computation limitation?

* Datasets are very small
(e.g., less than a few
dozen observations)

¢ Supporting data linking
¢ Supporting data cleaning

¢ Estimating complex
statistical models
efficiently

* Datasets are small (e.g.,
dozens to thousands of
observations)?

» Differentially private
analysis not yet available

* Intended output is
high-dimensional
synthetic data

conducted are known in
advance

* Composition effects are
important

* Release of
(low-dimensional)
synthetic data is
acceptable or preferred

LA control on computation is designed to “limit the direct operations that can be meaningfully
performed on data. Commonly used examples are file-level encryption and interactive analysis
systems or model servers. Emerging approaches include secure multiparty computation,
functional encryption, homomorphic encryption, and secure public ledgers, eg blockchain
technologies.” (Altman et al., 2018).

2For a real-world example, see the Opportunity Atlas case study presented in Section 6.4.2.

To help guide a systematic analysis of the relevant factors within a spe-
cific use case, this discussion follows a framework for selecting privacy
controls based on a systematic analysis of harm, informational risk,
and intended analytic uses as presented by Altman et al. (2015).

6.3.1 Selecting Privacy Controls Based on Harm and

Informational Risk: A Framework

Altman et al. (2015) propose a framework for selecting reasonable and
appropriate privacy and security measures that are calibrated to the in-
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tended uses, threats, harms, and vulnerabilities associated with a spe-
cific research activity.>® For applying this framework in practice, Alt-
man et al. (2015) recommend a life-cycle approach to decomposing the
factors at each information stage, including the collection, transforma-
tion, retention, access and release, and post-access stages. A diagram
from Altman et al. (2015) illustrating a partial conceptualization of
this framework is reproduced in Figure 6.4. The x-axis represents the
sensitivity of the information, or the maximum level of expected harm
to an individual in the data resulting from uncontrolled use of the data.
The y-axis represents the post-transformation identifiability, or the po-
tential for others to learn about individuals based on the inclusion of
their information in the data. Examples range from data sets contain-
ing direct or indirect identifiers to data shared using expertly applied
rigorous disclosure limitation techniques backed by a formal mathe-
matical proof of privacy (e.g., user-level differential privacy with a low
value of ¢).

These factors—the level of expected harm from uncontrolled use of the
data and the post-transformation identifiability of the data—suggest
minimum privacy and security controls that are appropriate in a given
case, as shown by the shaded regions in Figure 6.4. The subsets of
controls within each region illustrate some possible combinations of
controls from the more comprehensive set of procedural, economic,
educational, legal, and technical controls (some of which are covered
in other chapters of this Handbook). For data associated with only
negligible or minor and fleeting harms, the use of differential privacy
without any additional controls may be appropriate, but for more sig-
nificant and lasting or even life altering harms, notice and consent
mechanisms as well as terms of service may also be required. Obtain-

30In this framework, evaluating the intended uses of the data involves an assessment
of the types of uses or analytic purposes intended by each of the relevant groups of
data users and how privacy controls implemented at each stage enable or restrict such
uses. An evaluation of the threats involves assessing potential adverse circumstances
or events that could cause harm to a data subject as a result of the inclusion of that
subject’s data in a specific data collection, storage, use, or release. Privacy harms are
injuries sustained by data subjects as a result of the realization of a privacy threat, and
privacy vulnerabilities are defined as characteristics that increase the likelihood that
threats will be realized. See Altman et al. (2015).
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Post-transformation
Identifiability
(Difficulty of Learning

about Individuals) RSSO .

Direct or
Indirect Identifiers
Present

Secure data enclave &
immutable audit logs

Direct and
Indirect Identifiers
Removed

Heuristic (S)DL

Techniques Applied Formal application &

(e.g., aggregation, Notice, consent, oversight (e.g., IRB) &
generalization, noise terms of service data use agreement
addition) b
Rigorous (S)DL
Techniques
Applied by Experts None
(e.g., differentially
private statistics, secure
multiparty computation) .
- Minor Significant Life Altering  Life Threatening
Negligible & Fleeting & Lasting (e.g., divorce, (e.g., domestic or
(e, temporary  (e.g, long-term jmprisonment) gang violence)

embarrassment) reputational harm)

Level of Expected Harm from Uncontrolled Use

Figure 6.4: Calibrating privacy and security controls

ing consent is particularly important when using data for secondary
uses not initially disclosed to the data subjects or when the selected
value of ¢ is large. For data associated with potentially life-threatening
harms, a formal application and oversight process, such as an institu-
tional review board or restricted data access committee, together with
a data use agreement may be necessary. As Figure 6.4 illustrates, in
many cases, the use of differential privacy allows data analysis projects
to be carried out safely with fewer additional privacy and security con-
trols than would be required with other approaches.

Altman et al. (2015) note that the design of a real-world data manage-
ment plan should consider a wide range of available interventions and
incorporate controls at each stage of the lifecycle, including the post-
access stage, and not be limited to the choices of controls illustrated
in Figure 6.4. “[A]lthough the data transformation and release stages
typically attract the most attention, threats and vulnerabilities arising
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from other lifecycle stages should not be ignored. For example, pri-
vacy risks may be present at the collection stage if the data collection
process could be observed by an adversary; data retained in long-term
storage are vulnerable to unintended breaches; and, increasingly in a
big data world, external, independent publication of auxiliary infor-
mation may create new or unanticipated privacy risks long into the
post-access stage” (Altman et al., 2015). Further, one should note that
some of the regions in Figure 6.4 are divided by a diagonal line; these
areas correspond to situations in which an actor could decide between
different choices based on factors related to the intended uses of the
data or existing institutional or contractual requirements. It is also im-
portant to observe that the recommendations reflected in this diagram
may differ from current practice. For example, Altman et al. (2015)
argue that data that have been de-identified using simple redaction
or other heuristic techniques should in many cases be protected using
additional controls.

6.3.2 Considerations When Deciding Whether to Use
Differential Privacy

As summarized in Section 6.3.1, differential privacy fits into a broader
framework of privacy and security controls that should be applied
across the information life cycle to appropriately mitigate risks of
informational harm. Within a coherent set of information controls,
differential privacy’s primary role is as a formal criterion for disclosure
control that ensures limitations on types of inferences that can be
made about individuals and small groups based on the outputs of
computations. In other words, implementations of differential privacy
(especially in the curator model as discussed and contrasted with
other models for differential privacy in Appendix A) modify summary
information before it is published in order to prevent others from
learning any information that is unique and specific to any individual
who was part of the group being summarized.

In the context of designing a secure and private information system,
differential privacy is used as part of a collection of controls aimed at
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mitigating informational harm while enabling some types of informa-
tion uses. Differential privacy is usually neither sufficient protection on
its own nor uniquely necessary—and in some cases differential privacy
may simply not be appropriate for the intended use.

Three considerations are critical in deciding whether to use differential
privacy: (1) how are recipients of protected information intending to
use it, and how well do differentially private analyses support these in-
tended uses; (2) what is the nature and degree of informational risk to
be mitigated, and are there serious harms that could arise from learn-
ing about individuals; and (3) what complementary and alternative
controls are available for protecting the data? Each of these questions
is discussed in turn below.

How Well Does Differential Privacy Fit the Intended Uses of the
Data?

Evaluating the intended uses of the data involves answering a series
of sub-questions, including (a) what level of inference is intended; (b)
what types of questions, queries, or models must be supported; and (c)
how much accuracy is needed?

What Level of Inference is Intended? Differential privacy is a stan-
dard that was designed to support statistical analysis of populations
or large groups yet prevent inferences about (and thus interventions
targeted to) individuals and very small groups. Consider, for example,
the collection, analysis, and sharing of public health information re-
lated to the COVID-19 pandemic. Differentially private analyses can be
applied in tasks such as estimating the extent to which large communi-
ties adhere to social distancing, measuring the efficacy of infection rate
reduction measures like social distancing and masks, identifying large
disease clusters, and selecting and fitting statistical models of disease
transmission.®! If performed with differential privacy these analyses
would yield valuable and meaningful statistics while providing strong

31gee, e.g., Google’s COVID-19 Community Mobility Reports (Aktay et al., 2020),
https://www.google.com/covid19/mobility (accessed 2020-12-17).
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protection for the privacy of individual medical results, locations, so-
cial encounters, etc. If analysis at the individual level is desired (e.g.,
to identify specific individuals for testing or quarantine) disclosure
control methods other than differential privacy should be used. Re-
searchers who intend to prevent certain types of learning about large
groups, such as information that could be used to discriminate on the
basis of protected group status, should be aware of limitations; while
differential privacy protects information that is specific to groups con-
sisting of a small number of individuals, the use of differential pri-
vacy alone does not provide protection against group-level inference
for larger groups.

What Types of Questions, Queries, or Models Must be Supported?
In theory, with the exception of learning about individuals or small
groups, differential privacy could be used to compute any form of an-
swer for any purpose, as it is a constraint on inference, not on purpose
or computation (Altman et al., 2018). And in practice, as outlined in
Section 6.1.5, a large number of analyses can be performed with dif-
ferential privacy guarantees.

However, there are some limitations on the current understanding of
how to perform certain classes of tasks privately (e.g., the use of differ-
ential privacy in analyzing records of textual data is currently limited);
how to measure the accuracy or utility of protected results; and how
to optimize the privacy versus utility trade-off. Even where algorithms
to perform specific calculations are known, robust software that imple-
ments these methods may not yet be available. Generally, differentially
private tools limit both the number and form of analyses that are possi-
ble. Most differentially private tools that provide interactive access to
data by design support a limited range of model specifications or sta-
tistical operators. For example, a particular tool may allow one to pose
queries that can be expressed in terms of counts on definable subsets of
the data set (which allows for contingency tables and hence fitting lo-
gistic regression models) but not to run any arbitrary statistical model.
Similarly, an analyst can apply any model to a non-interactive, synthet-
ically generated data set, but only a limited range of models will return
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accurate or useful results. Further, it is generally more difficult to ap-
ply differential privacy if the methods used by analysts are qualitative,
unstructured, or do not lend themselves to rigorous mathematical def-
initions. Certain queries, such as estimating the number of individuals
with specific attributes, are quite straightforward. However, in-depth
data cleaning is difficult to define in a sufficiently formal way to apply
differential privacy protections to the process.

Appendix C lists currently available software tools for differentially pri-
vate computation. In general, these tools support a wide range of sum-
mary tabulations and summary statistics, the generation of synthetic
data sets for some forms of multivariate analysis, and selected appli-
cations such as geospatial or location-based analysis. If the intended
analyses fall outside of the capabilities of existing tools, one should
anticipate that considerably more effort will be required to deploy an
effective system in order to support such analyses. This is the case even
if the core algorithms for those calculations are already known. Those
following this approach should engage experts in differential privacy
as part of the design and deployment process.

What is the Required Level of Accuracy? Differential privacy pro-
vides a quantifiable trade-off between privacy and utility (or accuracy).
The amount of noise that differential privacy needs to introduce for a
single count query is on the order of 1/¢ in which ¢ is the privacy-loss
parameter. At minimum, the data set being analyzed must have at least
1/ observations to obtain meaningful results. For most analyses, how-
ever, the size of the data set must be much larger than 1/¢ to obtain
useful results, and how much larger will depend on a number of fac-
tors including how many statistics are being calculated, the complexity
of the statistical model, the dimensionality of the data, and the partic-
ular differentially private algorithm being used. Thus, it is difficult to
provide a rule of thumb. In practice, one can run experiments on non-
sensitive synthetic or public data as a way to evaluate the accuracy of a
tool or algorithm for a given application ahead of time. (Using experi-
ments on the sensitive data to select an algorithm or set its parameters
may leak information that violates differential privacy.)
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When operating within the framework of existing tools, one should
plan to test that outputs remain useful for the intended purposes.
There are many different measures of utility and, even if an algorithm
does a good job at trading off between utility and privacy, the utility
loss for a particular use case may be quite different than the average
loss.

What Is the Nature and Degree of Informational Risk to be
Mitigated?

Another factor to consider when deciding whether to adopt differential
privacy is the nature and degree of informational risk to be mitigated.
Figure 6.4 illustrates an approach to conceptualizing whether differen-
tial privacy is a suitable control to use given different levels of harm
associated with uncontrolled use of a particular data set. Some of the
relevant questions to consider involve the sensitivity of the informa-
tion and the potential for risks to accumulate with multiple releases of
information about the same individuals or groups of individuals.

How Sensitive are the Data? When evaluating informational risk,
consider the sensitivity of the information or its potential to cause harm
to individuals, groups of individuals, or society at large. Generally, in-
formation should be treated as sensitive when it reveals information
specific to an individual (even partially or probabilistically and possi-
bly in combination with other information) and such inference is likely
to cause significant harm to an individual, group, or society.3? Infor-
mational harms “may occur directly as the result of a reaction of a
data subject or third parties to the information, or indirectly as a result
of inferences made from information” (Altman et al., 2015). Appli-

32For an extended discussion and framework for assessing information sensitivity,
see Altman et al. (2015).
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cable laws®? and institutional policies®* may provide some guidance
regarding sensitivity, but data may be sensitive and have the potential
to cause harm, even if the data do not include categories of informa-
tion traditionally considered sensitive (Altman et al., 2015). Other key
factors increasing informational risk include the number of indepen-
dent attributes associated with each subject in the data, the scope of
intended analytic uses, the number of individuals included in the data,
and the size and diversity of the population observed (Altman et al.,
2018). Risks can also grow due to characteristics related to time, such
as an increase in the amount of time between collection and analysis, in
the period of time over which data are collected, and in the frequency
of collection (Altman et al., 2018).

Does Composition of Multiple Releases Pose a Significant Threat?
Privacy risk inevitably grows as more computations are released. Dif-
ferentially private protection mechanisms have the advantage that risk
composes predictably and slowly across multiple releases. In contrast,
when information is released through other mechanisms, multiple re-
leases could result in sudden and catastrophic loss of privacy.

Absent formal protection mechanisms, it is not possible to definitively
assess composition risks ex ante. As general guidance, composition
effects are of greatest ex ante concern under the following conditions:
(a) data are collected from the same individuals by uncoordinated data
controllers, (b) releases are updated frequently, (c) many releases are
performed over time, (d) releases are high-dimensional, or (e) prior

*3ee, e.g., Regulation (EU) 2016/679 of the European Parliament and of the Coun-
cil on the protection of natural persons with regard to the processing of personal data
and on the free movement of such data, and repealing Directive 95/46/EC (Gen-
eral Data Protection Regulation) (2016) OJ L119/1, Article 9 (providing that the
“[plrocessing of personal data revealing racial or ethnic origin, political opinions, re-
ligious or philosophical beliefs, or trade union membership, and the processing of
genetic data, biometric data for the purpose of uniquely identifying a natural person,
data concerning health or data concerning a natural person’s sex life or sexual orien-
tation shall be prohibited,” unless one of the delineated exceptions in Paragraph 2 of
the Article applies).

34See, e.g., Harvard University Information Security, Handout—Research Data Se-
curity Levels with Examples, https://security.harvard.edu/handout-research-data-sec
urity-levels-examples (accessed 2020-12-17).
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releases cannot be reliably recalled.®>

Alternatively, if the data controller is aware of all potential auxiliary in-
formation, it could attempt to assess the cumulative privacy risk post-
computation but prior to release. Or, if harm to individuals is readily
detected, the data controller could purchase insurance to compensate
such harm ex post. These caveats notwithstanding, in the modern
information environment, composition risks are generally substantial
and ex post formal protections are typically infeasible.

What Complementary and Alternative Controls are Available for
Protecting the Data?

As illustrated in Figure 6.4, various controls can be complementary
to differential privacy. Some examples include contractual approaches
for enforcing purpose restrictions, vetting and oversight of analysts for
the purpose of privacy budget allocation, and encryption and other in-
formation security restrictions on private databases, especially if now
exposed to a different set of users through a publicly available differen-
tially private interactive query mechanism. Other tools may be used as
an alternative for purposes that differential privacy does not support,
such as the role that access via a secure data enclave can play as part
of a tiered access system.

Further, a single mode of access will generally not be appropriate for
the needs of all users. Different communities of users seek answers
to different questions and may have different quality and accuracy re-
quirements even when addressing the same question. It is therefore es-
sential to understand end user usages of inferences and their implied
utility and quality criteria (as discussed in Appendix A). An analyst
should take these factors into account in particular when allocating
the privacy budget across analyses and when selecting the specific in-
teractive and static publication mechanisms to be included.

Tiered access will generally be necessary to accommodate a wide range
of desired uses of the data. For a given set of data, access may be made

35For discussions of how data privacy risks accumulate, see Altman et al. (2018);
Fluitt et al. (2019).
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Open query access via
differentially private tools
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Figure 6.5: An example of a tiered access model

available to different categories of users through different modes of re-
lease. Figure 6.4 demonstrates how controls can be selected at each
tier. For example, data associated with potential harms that are only
minor and fleeting could be released to the public after traditional sta-
tistical disclosure limitation techniques, such as aggregation and gener-
alization, have transformed the data. Users who seek to obtain the full
data set, including direct and indirect identifiers, would be required to
submit an application to an institutional review board or other over-
sight body, and their use would be subject to the terms of a data use
agreement. This approach makes it possible to calibrate data releases
to the risk profile of a data set as well as specific uses intended by
different data users. Figure 6.5 provides an example of such a tiered
access model (see also Sweeney, Crosas and Bar-Sinai, 2015; Crosas,
2019).

6.3.3 Regulatory and Policy Compliance

Statistical agencies, companies, researchers, and others who collect,
process, analyze, store, or share data about individuals must take steps
to protect the privacy of the data subjects in accordance with various
laws, institutional policies, contracts, ethical codes, and best practices.
In some settings, tools that satisfy differential privacy can be used to
analyze and share data while both complying with legal obligations
and providing strong mathematical guarantees of privacy protection
for the individuals in the data (Nissim et al., 2018). Indeed, differen-
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tially private tools provide privacy protection that is more robust than
that provided by techniques commonly used to satisfy regulatory re-
quirements for privacy protection.

That said, privacy regulations and related guidance do not directly an-
swer the question of whether the use of differentially private tools is
sufficient to satisfy existing regulatory requirements for protecting pri-
vacy when sharing statistics based on personal data. This issue is com-
plex because privacy laws are often context dependent, and there are
significant gaps between differential privacy and the concepts under-
lying regulatory approaches to privacy protection. Different regulatory
requirements are applicable depending on the jurisdiction, sector, ac-
tors, and types of information involved. As a result, data sets held
by an organization may be subject to different requirements. In some
cases, similar or even identical data sets may be subject to different
requirements when held by different organizations. In addition, many
legal standards for privacy protection are to a large extent open to in-
terpretation and therefore require a case-specific legal analysis by an
attorney.

Other challenges arise as a result of differences between the concepts
appearing in privacy regulations and those underlying differential pri-
vacy. For instance, many laws focus on the presence of personally
identifiable information (PII) or the ability to identify an individual’s
personal information in a release of records. Such concepts do not
have precise definitions, and their meaning in the context of differ-
ential privacy applications are especially unclear. In addition, many
privacy regulations emphasize particular requirements for protecting
privacy when disclosing individual-level data, such as removing PII,
which are arguably difficult to interpret and apply when releasing ag-
gregate statistics. While in some cases it may be clear whether a regu-
latory standard has been met by the use of differential privacy, in other
cases—particularly along the boundaries of a standard—there may be
considerable uncertainty.

Regulatory requirements relevant to issues of privacy in computation
rely on an understanding of a range of different concepts, such as PII,
de-identification, linkage, inference, risk, consent, opt-out, and pur-
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pose and access restrictions. The definition of differential privacy can
arguably be interpreted to address these concepts while accommodat-
ing differences in how they are defined across various legal and insti-
tutional contexts (Wood et al., 2018). For instance, when differential
privacy is used, it can be understood as ensuring that using an in-
dividual’s data will not reveal essentially any PII specific to them.3®
Differential privacy arguably addresses record linkage in the following
sense. Differentially private statistics provably hide the influence of
every individual (even small groups of individuals). Although linkage
has not been precisely defined, linkage attacks seem to inherently re-
sult in revealing that specific individuals participated in an analysis.
Because differential privacy protects against learning whether an in-
dividual participated in an analysis, it can therefore be understood to
protect against linkage. Furthermore, differential privacy provides a
robust guarantee of privacy protection that is independent of the aux-
iliary information available to an attacker. Indeed, under differential
privacy, even an attacker utilizing arbitrary auxiliary information can-
not learn much more about an individual in a database than they could
if that individual’s information were not in the database at all.

The foregoing interpretations of the differential privacy guarantee can
be used to demonstrate that in many cases a differentially private
mechanism would prevent the types of disclosures of personal informa-
tion that privacy regulations have been designed to address. Moreover,
differentially private tools often provide privacy protection that is more
robust than that provided by techniques commonly used to satisfy reg-
ulatory requirements for privacy protection. However, further research
is needed to develop methods for proving that differential privacy satis-
fies legal requirements, and setting the privacy loss parameter ¢ based

%Note that the reference to “using an individual’s data” in this statement means
the inclusion of an individual’s data in an analysis, and the use of the term “specific”
refers to information that is unique to the individual and cannot be inferred unless
the individual’s information is used in the analysis. Furthermore, the use of the word
“essential” in the statement “will not reveal essentially any PII specific to them” means
that, compared with an opt-out scenario where no information specific to an individual
is leaked, some small leakage of such information (inevitably) occurs. The parameter
€ bounds this leakage.
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on such requirements is needed.?” In practice, data providers should
consult with legal counsel when considering whether differential pri-
vacy tools—potentially in combination with other tools for protecting
privacy and security—are appropriate within their specific institutional
settings.

6.4 Case Studies

Differential privacy is a relatively new concept, first presented in the
theoretical computer science literature in 2006 and now seeing early
stages of application in real-world settings. This section provides short
case studies on three implementations of differential privacy: the 2020
Decennial Census, the Opportunity Atlas, and the Dataverse Project.
This discussion focuses on describing aspects of the context in which
these differentially private solutions were developed, as well as the
design choices that were made with respect to the relevant contextual
factors.

This selection of case studies, though limited by the small number of
practical implementations of differential privacy to date, aims to reflect
a range of different scenarios. The first case study involves a national
statistical agency publishing statistical data products from a census,
the second involves a team of researchers developing a web-based vi-
sualization tool for exploring sensitive administrative data analyzed as
part of a research study, and the third describes the functionalities of
a general-purpose differential privacy tool being developed for use by
data providers and analysts who do not have expertise in differential
privacy. Although none of these examples directly describe sharing
data from sub-national agencies, they carry real-world lessons relevant
to employing differential privacy in such contexts.

Each of the case studies reflects one point in the space of design factors
discussed in Section 6.3 and Appendix A. These factors are summa-

37For an extended discussion of the gaps between legal and computer science defi-
nitions of privacy and a demonstration that differential privacy can be used to satisfy
an institution’s obligations under FERPA, see Nissim et al. (2018).
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rized in Table 6.3. The remainder of this section expands upon critical
features of each case and their implications.

6.4.1 The 2020 Decennial Census

In September 2017, the US Census Bureau announced its decision to
deploy differential privacy in the disclosure avoidance mechanism for
the 2020 Decennial Census (Garfinkel, 2017). This decision was mo-
tivated in part by the composition effects revealed by a reconstruction
attack on the 2010 Census data release (see Section 6.1.2) and the
confidentiality and data publication mandates that bind the US Census

Bureau.38

In many ways, the data from the US Decennial Census is an excellent
fit for differential privacy. Compared to most survey data, it is low-
dimensional (i.e., only asks a few questions of each respondent) and
the sample size is very large (minimizing the relative impact of the
noise added for differential privacy). These features normally would
allow for a straightforward application of standard differentially pri-
vate algorithms (e.g., those which add independent noise to each cell
of different cross-tabulations). However, there are a number of other
features of the Decennial Census data products that have created chal-
lenges and debate among stakeholders over the transition to differ-
ential privacy (Garfinkel, Abowd and Powazek, 2018; Hawes, 2020;
boyd, 2020).

First, these data products have a long history of being used for a vast
and diverse range of applications, such as apportioning seats in the US
House of Representatives, redistricting, funding allocations, provision
of local emergency resources, and social science research. To minimize
the impact on data users and the software they use, the Census Bureau
has decided to produce differentially private data products that have
the same form as the traditional products and consist of tables that are

38Specifically, the US Constitution mandates the Decennial Census (U.S. Const. art.
1, 2.), and it is carried out by the US Census Bureau, bound by Title 13 of the US Code,
which prohibits Census Bureau employees from “mak[ing] any publication whereby
the data furnished by any particular establishment or individual under this title can
be identified” (13 U.S.C. § 9(a)(2)).
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Table 6.3: Design choices in case study implementations of differential

privacy

2020 Decennial Census

The Opportunity Atlas

Dataverse repositories

Risks & Sensitivity: Data subject Sensitivity: Data subject Sensitivity:
Sensitiv- to stringent statutory to stringent statutory General-purpose system
ity protections. Trust in protections. designed to support
confidentiality critical to Risks: Prior methods of analyses of data of
collecting sensitive de-identification and varying degrees of
information from redaction judged not to sensitivity.
respondents. sufficiently mitigate risk. Risks: Vary by data
Risks: Concerns about source. DP provides
composition effects and stronger mechanism to
reconstruction attacks mitigate risk than
motivated adoption of pre-deposit redaction and
DP. deidenfication.
Tiered Part of a tiered access Original data sources Part of a tiered access
Access system that has remain available to model that also supports
Controls historically included vetted users through access to private data
custom tabulations federal Restricted Data with vetting and
service for institutional Center mechanism. restricted license.
clients; and Research
Data Centers for access
by vetted individuals to
private data.
Trust & Curator model, based on Curator model applied to Curator model, based on
Publica- prior data collection previously collected data,  previously collected and
tion design, with cleaning with cleaning and linkage  deposited data. Supports
Models before DP applied. Focus (between Census and IRS ~ both non-interactive
on non-interactive data) before DP-like releases of summary
publication of tables. methods applied. statistics and interactive
queries.
Budget Must allocate budget and ~ Budget analysis focused Provides recommended
Alloca- optimize accuracy for on balancing privacy vs. choices of epsilon based
tion broad range of current societal utility, leading to on sensitivity of data.
and future analyses. choice of a rather large Choice to allow
epsilon. per-analyst budgets
requires semi-trusted and
accountable analysts.
Estimating Adopting DP has made Designed to produce Important to expose
Uncer- noise addition explicit, uncertainty estimates uncertainty estimates
tainty whereas data users had (taking privacy noise into  from noise due to privacy,
previously treated Census  account) together with both before and after
tables as if they have no quantities of interest, and  release.
error. estimates also calculated
in a DP-like manner.
Granularity Focused both on Focused on individuals. Determined by data

individuals and
households, as
appropriate to data
measurement design

depositor.
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exactly consistent with an underlying synthetic data set (rather than a
collection of noisy statistics that would be produced by a standard dif-
ferentially private algorithm), along with other information that needs
to be published exactly (e.g., the state population totals). This required
the design of custom differentially private algorithms by experts at the
Bureau (Garfinkel, Abowd and Powazek, 2018; Abowd et al., 2019).

Second, the sources of error in the Decennial Census data products
(in particular, disclosure avoidance) have historically not been made
explicit and have been largely ignored by data users. Differential pri-
vacy is transparent about its noise addition and thus creates concern
among stakeholders for the potential impact on their applications. Re-
construction attacks (Dinur and Nissim, 2003) tell us that the data
products cannot be simultaneously accurate for all possible uses and
maintain privacy, leaving the Bureau with the challenging problems
of deciding which users and uses to prioritize for accuracy and then
optimizing the algorithm and its privacy-loss budget allocation accord-
ingly. To this end, the Bureau published a Federal Register Notice (Bu-
reau of the Census, 2018) to understand what aspects of their data
products were most important for data users and also released a series
of demonstration products showing the impact of potential versions of

their differentially private algorithms on past Decennial Censuses.>?

Referring to some of the other design choices discussed in Appendix A,
the plans for the 2020 Decennial Census are utilizing a curator model
(with the US Census Bureau as the trusted curator) with a noninter-
active publication model corresponding with the pre-existing data col-
lection and dissemination design. However, historically, access to data
from the Decennial Census has not been limited to the public-use prod-
ucts discussed above but have also been made available through other
means, including a custom tabulation service for institutional clients
and Federal Statistical Research Data Centers for access by vetted in-
dividuals. Thus, the planned use of differential privacy fits within an
existing tiered access system. It remains to be seen whether and how

39See United States Census Bureau, https://www.census.gov/programs-surveys/de
cennial-census/2020-census/planning-management/2020-census-data-products/2
020-das-updates.html (accessed 2020-12-17).
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interactive differential privacy will play a role in subsequent accesses
to data from the 2020 Census. Similar to past Census disclosure avoid-
ance systems, the planned algorithm is to be applied after data clean-
ing edits are performed (Garfinkel, 2017). It will enforce privacy at the
granularity of individuals as well as at the granularity of households for
publications that are based on household characteristics.

Consider the application of differential privacy to the Decennial
Census in contrast with another data product from the US Census
Bureau— namely, the Post-Secondary Employment Outcomes (PSEO)
data (Foote, Machanavajjhala and McKinney, 2019). This data product
includes estimates of the cumulative distribution function of earnings
for different subsets of the national student population, based on
linking college transcripts with Longitudinal Employer-Household
Dynamics (LEHD) data. In contrast with the Decennial Census prod-
ucts, this was a new product first released in 2018, so there was no
history of entrenched data use that constrained the form of the data
release. As a result, it was possible to employ standard differentially
private algorithms (namely, binning the earnings within each subset
and adding noise to the counts in each bin). Note that the linking of
transcript data with LEHD data is done prior to the application of the
differentially private algorithm. The PSEO release used a privacy-loss
parameter of ¢ = 1.5 (US Census Bureau Center for Economic Studies,
n.d.).

6.4.2 The Opportunity Atlas

The Opportunity Atlas is a web-based visualization tool for exploring
social mobility data. It was published as the result of a collaboration
between the US Census Bureau, Harvard University, and Brown Uni-
versity (Chetty et al., 2018). The database contains data relevant to
understanding children’s economic outcomes in adulthood for every
Census tract in the United States. Researchers and policymakers can
use the Opportunity Atlas to understand how individuals’ prosperity
or poverty is rooted in the neighborhoods in which they grew up and
how interventions can be targeted in certain neighborhoods to help
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more children rise out of poverty.

The Opportunity Atlas is based on data about over 20 million children
and their parents, compiled from multiple statistical and administra-
tive data sources. Census data sources include the 2000 and 2010 De-
cennial Censuses and the American Community Survey. Administrative
data sources included de-identified data from IRS income tax returns
and data on students receiving Federal Pell Grants, obtained from the
US Department of Education’s National Student Loan Data System.

Raj Chetty and John Friedman, Director and Co-Director of the Op-
portunity Insights research team, respectively, developed the privacy
protection mechanism for the Opportunity Atlas in consultation with
the US Census Bureau and the Harvard University Privacy Tools Project
(Chetty and Friedman, 2019). Consistent with the US Census Bureau’s
broader efforts to modernize its approach to disclosure limitation (as
discussed in Section 6.4.1) and the legal protections for both Census
and IRS data,*® the Opportunity Atlas was produced using a method
inspired by differential privacy.

Linkage, analysis, and disclosure avoidance were performed in Census
facilities. There was a single set of analyses to perform to generate the
Opportunity Atlas, and a privacy budget was not reserved for future
analyses. They ran simple linear regressions on the data from the Cen-
sus Bureau and IRS in order to predict child income rank from parent
income rank in each Census tract, broken down by race, gender, and
other variables. This created challenges for a differentially private so-
lution, as the sample sizes were small (on the order of tens, hundreds,
and thousands), and there was sometimes a very small variance in the
explanatory variable. However, despite these challenges, the Oppor-
tunity Atlas achieved good results using a differential privacy—inspired
method. In terms of accuracy, this approach performed better than

“0The raw data from the Census Bureau is protected by Title 13 of the United States
Code, which prohibits “mak[ing] any publication whereby the data furnished by any
particular establishment or individual under this title can be identified” (13 U.S.C.
§ 9(a)(2)). Pursuant to Title 26, the IRS shares federal tax returns and return in-
formation with the Census Bureau for statistical purposes, and the Census Bureau is
prohibited from disclosing such tax return information except in “a form which cannot
be associated with, or otherwise identify, directly or indirectly, a particular taxpayer”
(26 U.S.C. 6103() (4)).
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some traditional statistical disclosure limitation techniques. Indeed,
the researchers found that traditional count suppression would have
caused them to miss strong relationships that relied on small counts
(e.g., between teenage birth rates for black women and the propor-
tion of single parents in Census tracts) (Chetty and Friedman, 2019).
The Opportunity Atlas also includes uncertainty estimates (standard
errors), which are also calculated in a differential privacy—inspired
manner.

Chetty and Friedman suggest selecting the privacy-loss parameter ()
using the framework of Abowd and Schmutte (Abowd and Schmutte,
2019), equating the marginal societal benefit of increased accuracy
with the marginal cost due to reduced privacy. Given the small sample
sizes of the Opportunity Atlas and the importance of accurate data for
policymaking, the Opportunity Atlas used (with approval of the Cen-
sus Bureau Disclosure Review Board) a value of ¢ that is significantly
larger than is typically considered in the differential privacy literature.
Specifically, they used ¢ = 8 for each of several statistics published for
each demographic group within a tract.

The Chetty-Friedman method is a general technique, in that it applies
to many different statistical estimators (not just simple linear regres-
sion). However, it is not formally differentially private, and its privacy
properties rely on the same analysis being carried out on many differ-
ent cells (e.g., many Census tracts as in the Opportunity Atlas). For the
specific case of simple linear regression, subsequent work has devel-
oped formally differentially private methods that are competitive with
the Chetty-Friedman method, and thus may be applied even to releases
that do not have the cell structure of the Opportunity Atlas (Alabi et al.,
2020).
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6.4.3 Dataverse Repositories

The Harvard University Privacy Tools Project*! and the OpenDP initia-
tive*? have been developing a vision for how differential privacy can
be incorporated into research data repositories like Dataverse, ICPSR,
and Dryad to help human-subjects researchers safely share and ana-
lyze sensitive data (Gaboardi et al., 2016; The OpenDP Team, 2020).
Although these solutions have not yet been deployed at the time of this
Handbook, software to support the projects are under active construc-
tion and may be available for use in the near future. Thus, this section
outlines how differential privacy might fit into some of the ways that
research data repositories are used, employing a lightly edited extract
from the OpenDP whitepaper (The OpenDP Team, 2020). For con-
creteness, the text is written as specific to using OpenDP software in
Dataverse repositories but can be generalized to other repositories and
underlying differential privacy software.

Dataverse (King, 2007; Crosas, 2011, 2013; King, 2014), developed at
Harvard’s Institute for Quantitative Social Science (IQSS) in 2006, en-
ables researchers to share their data sets with the research community
through an easy-to-use, customizable web interface, keeping control
of, and gaining credit for, their data while the underlying infrastruc-
ture provides robust support for good data archival and management
practices. Dataverse has been installed and serves as a research data
repository in more than fifty institutions worldwide.

Dataverse repositories (like most general-purpose data repositories)
currently have little support for hosting privacy-sensitive data. Data
sets with sensitive information about human subjects were supposed
to be “de-identified” before deposit. Unfortunately, as discussed in Sec-
tion 6.1.2, research in data privacy starting with (Sweeney, 1997) has
demonstrated convincingly that traditional de-identification does not
provide effective privacy protection. The current alternative to open
data sharing in repositories is that researchers depositing a data set
(data depositors) declare their data set restricted: the data set would

“'Harvard University Privacy Tools Project, http://privacytools.seas.harvard.edu
(accessed 2020-12-17).
“20penDP, http://opendp.io/ (accessed 2020-12-17).
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not be made available for download, and the only way for other re-
searchers to obtain access would be through contacting the data de-
positor and negotiating terms on an ad hoc basis. This approach is also
unsatisfactory, as it can require the continued involvement of the data
depositor, the negotiations can often take months, and thus it impedes
the ability of the research community to verify, replicate, and extend
work done by others.

OpenDP can enable Dataverse to offer additional ways to access sensi-
tive data as illustrated by the following use cases.

1. Enabling variable search and exploration of sensitive data sets
deposited in the repository

Dataverse already automatically calculates variable summary statistics
(counts, min/max, means, etc.) when a tabular file is deposited. These
summary statistics for each variable can be viewed using the Data Ex-
plorer tool, even without downloading or accessing the data file. As
OpenDP is integrated with Dataverse, a data depositor should be able
to generate a differentially private (DP) summary statistics metadata
file using an OpenDP user interface. To do this, the data depositor
would select “Generate DP Summary Statistics” after the tabular data
file is ingested in Dataverse, launching the OpenDP interface. Then
they would select the privacy-loss parameter for their data file, and
OpenDP would create the differentially private summary statistics file
and Dataverse would store the newly created metadata file associated
with the sensitive tabular data file. Once the data set is published, an
end user would be able to view the summary statistics of the sensi-
tive data file using the Data Explorer tool without ever accessing or
downloading the actual data file.

2. Facilitating reproducibility of research with sensitive data sets

At least a third of the data sets deposited in Dataverse are replica-
tion data and code associated with a published scholarly paper. With
OpenDP, data depositors or owners could create a differentially private
release on a sensitive data set, which could be used to computationally
reproduce the results of the published paper while protecting the pri-
vacy of the original data set. In this case, like in Use Case 1 above,
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a data depositor would select a privacy-loss parameter through the
OpenDP user interface and use OpenDP’s statistical query interface to
select and run the statistics of choice to create the appropriate replica-
tion release. The differentially private replication release file would be
made available in the data set and end users would be able to down-
load it, while the original sensitive data set would be protected and not
accessible by end users except through the existing processes as above.

3. Enable statistical analysis of sensitive data sets accessible
through the repository

For additional flexibility, the data depositor of a sensitive data set could
allow for any researcher (end user) to be able to run any statistic
available through the OpenDP interface. In this case, the data deposi-
tor would configure the allocation of privacy-loss budgets through the
OpenDP interface before releasing the data set. Once the data set is
published, an end user would be able to click “explore” for the sensi-
tive data file, and the OpenDP statistical query interface would open.
The user would not have access to the original sensitive data file but
would be able to run the statistics of their choice—up to the point that
the established privacy-loss budget allows.

Referring to some of the other design choices discussed in Appendix
A, the vision outlined above fits into the curator model of differential
privacy, as researchers depositing data in the repository have typically
already been trusted to collect the sensitive data. It is part of a tiered
access model meant to augment rather than replace the existing meth-
ods of accessing restricted data. Use Cases 1 and 2 involve noninterac-
tive releases, whereas Use Case 3 allows for interactive queries. Many
of the other key choices associated with implementing differential pri-
vacy are left to the data depositor, who cannot be expected to have
expertise in differential privacy. Thus, the software tools must provide
a clear user interface to guide the depositor in their decisions. There
should be a tutorial on the concepts of privacy loss, privacy—accuracy
trade-offs, and budgeting, including recommended choices of privacy-
loss parameter ¢ according to different categories of data and sensitiv-
ity. The depositor should also be guided in defining the granularity of
privacy appropriate for their data and the trade-offs between offering
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per-analyst budgets for interactive queries versus a global budget for all
queries. Domain knowledge will be required of the depositor (and the
analyst in Use Case 3) in deciding which statistics to release and which
ones to prioritize for accuracy. For the research use cases described
above, it will be important that the differentially private analyses of-
fered provide uncertainty estimates whenever possible.
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